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Abstract

In this paper, a class of fractional advection-dispersion models (FADMs) is considered. These models include five fractional advection-dispersion models, i.e., the times FADM, the mobile/immobile time FADM with a time Caputo fractional derivative $0 < \gamma < 1$, the space FADM with two sides Riemann-Liouville derivatives, the time-space FADM and the time fractional advection-diffusion-wave model with damping with index $1 < \gamma < 2$. These equations can be used to simulate the regional-scale anomalous dispersion with heavy tails. We propose computationally effective implicit numerical methods for these FADMs. The stability and convergence of the implicit numerical methods are analysed and compared systematically. Finally, some results are given to demonstrate the effectiveness of theoretical analysis.
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1 Introduction

An advection-dispersion equation (ADE) has commonly been used to describe the Brownian motion of particles [19]. ADE describes the change of probability of a random function in space and time; hence it is naturally used to describe solute transport. The general ADE for the motion of a concentration field
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C(x; t) of one space variable x at time t has the form [19]

\[
\frac{\partial C(x; t)}{\partial t} = \left[ -V \frac{\partial}{\partial x} + D \frac{\partial^2}{\partial x^2} \right] C(x, t),
\]

where \( D > 0 \) is the diffusion coefficient and \( V > 0 \) is the drift coefficient. Eq. (1) is a linear second-order partial differential equation of parabolic type.

Dispersion of aqueous tracers in natural systems including heterogeneous soils, aquifers, and rivers, is typically observed to be non-Fickian, also called "anomalous" [23]. Non-Fickian transport behaviour may be due to different mechanisms.

In many studies of diffusion processes where the diffusion takes place in a highly non-homogeneous medium, numerous numerical experiments indicate that anomalous dispersion cannot be described by the traditional second-order ADE without extremely detailed information on the connectivity of high and low hydraulic conductivity sediments [1,3,4,6], it may even be that the ADE is insufficient at any level of detail [10]. The non-homogeneities of the medium may alter the laws of Markov diffusion in a fundamental way. In particular, the corresponding probability density of the concentration field may have a heavier tail than the Gaussian density, and its correlation function may decay to zero at a much slower rate than the usual exponential rate of Markov diffusion, resulting in long-range dependence (LRD). This phenomenon is known as anomalous diffusion [5]. Some researchers have investigated the spatiotemporal nonlocality underlying fractional-derivative models as a possible explanation for regional-scale anomalous dispersion with heavy tails [23]. Some partial differential equations of space-time fractional order were successfully used for modelling relevant physical processes [11].

In this paper, we consider a class of the FADM including the five fractional advection-dispersion models as one special case of these models. The five alternative fractional advection-dispersion models (FADMs) are the times FADM, the mobile/immobile time FADM with a temporal fractional derivative \( 0 < \gamma < 1 \), the space FADM with skewness, both the time and space FADM and the time fractional advection-diffusion-wave model with damping with index \( 1 < \gamma < 2 \), respectively. They describe nonlocal dependence on either time or space, or both, to explain the development of anomalous dispersion. These models have been discussed by Zhang et al. [23] and used to simulate the solute transport in watershed catchments and rivers. However they did not discuss numerical methods and the stability and convergence of these numerical methods in details. The fractional advection-dispersion equations have been recently treated by a number of authors [8,9,13]. It is presented as a useful approach for the description of transport dynamics in complex systems which are governed by anomalous diffusion and non-exponential relaxation patterns. Mainardi, Luchko and Pagnini considered the space-time fractional
diffusion equation and provided a general representation of the Green functions in terms of Mellin-Barnes integrals in the complex plane [12]. Podlubny proposed a general approach to the numerical solution of partial fractional differential equations, which is based on the matrix form representation of discretized fractional operators introduced in [17,18]. However, numerical methods and analysis of stability and convergence for the fractional partial differential equations are quite limited and difficult to derive. This motivates us to consider effective implicit numerical methods, stability and convergence of the implicit numerical methods for a class of fractional advection-dispersion models.

The structure of the remainder of this paper as follows. A class of the fractional advection-dispersion models are considered in Section 2. We propose computationally effective implicit numerical methods for the FADM in Section 3. The stability and convergence of the numerical methods are discussed in Sections 4 and 5, respectively. Finally, numerical examples are given.

2 A class of the fractional advection-dispersion models

In this section we consider the class of the fractional advection-dispersion models (FADMs) [23]:

$$\begin{align*}
\beta_1 \frac{\partial C(x,t)}{\partial t} + \beta_2 \frac{\partial^{\gamma} C(x,t)}{\partial t^\gamma} &= -V \frac{\partial C(x,t)}{\partial x} \\
+ D(\frac{1}{2} + q \frac{\beta_1}{\beta_2}) \frac{\partial^{\alpha} C(x,t)}{\partial x^\alpha} + D(\frac{1}{2} - q \frac{\beta_1}{\beta_2}) \frac{\partial^{\alpha} C(x,t)}{\partial (-x)^\alpha} + f(x,t),
\end{align*}$$

(2)

with boundary conditions:

$$C(a,t) = \phi_1(t), \quad C(b,t) = \phi_2(t), \quad 0 \leq t \leq T,$$

(3)

and initial conditions: when $0 < \gamma \leq 1$

$$C(x,0) = \varphi_0(x), \quad a \leq x \leq b,$$

(4)

and when $1 < \gamma \leq 2$

$$C(x,0) = \varphi_0(x), \quad \frac{\partial C}{\partial t} = \varphi_1(x), \quad a \leq x \leq b,$$

(5)

where $\beta_1 \geq 0$, $\beta_2 \geq 0$, $|\beta_1| + |\beta_2| \neq 0$, $-1 \leq q \leq 1$, $1 < \alpha \leq 2$, $V > 0$, $D > 0$ and $0 < \gamma \leq 2$ are unknown parameters; $V$ is the drift of the process, that is, the mean advective velocity, $D$ is the coefficient of dispersion; $q$ indicates the relative weight of forward versus backward transition probability. The most
frequently encountered definition of fractional derivatives are the Caputo and
the Riemann-Liouville derivatives.

**Definition 1.** For functions \( C(x, t) \) given in the interval \([0, T]\), the expressions

\[
D_t^\gamma C(x, t) = \begin{cases} \frac{1}{\Gamma(m - \gamma)} \int_0^t \frac{C^{(m)}(\eta)}{(t-\eta)^{\gamma+m}} d\eta, & m - 1 < \gamma < m, \\
d^m_{\tau=t} f(t), & \gamma = m \in \mathbb{N} \end{cases}
\]  

is called time Caputo fractional derivative of order \( \gamma \) \((m - 1 < \gamma \leq m)\).

**Definition 2.** For functions \( C(x, t) \) given in the interval \([a, b]\), the expressions

\[
\frac{\partial^n C(x, t)}{\partial x^n} = \frac{1}{\Gamma(n - \alpha)} \frac{\partial^n}{\partial x^n} \int_a^x \frac{C(\xi, t) d\xi}{(x-\xi)^{\alpha+1-n}}, \quad n = [\alpha],
\]

\[
\frac{\partial^n C(x, t)}{\partial (-x)^n} = (-1)^n \frac{\partial^n}{\partial x^n} \int_x^b \frac{C(\xi, t) d\xi}{(x-\xi)^{\alpha+1-n}}, \quad n = [\alpha],
\]

are called left- and right-handed Riemann-Liouville derivatives of order \( \alpha \) respectively. Here \( n = [\alpha] \) is the smallest integer greater than \( \alpha \).

The following five fractional advection-dispersion models as one special case of these models (1):

**Model 1:** The time FADM with index \( 0 < \gamma < 1 \)

If the waiting times of solute particles have infinite mean (where the proba-
bility distribution is assumed to decline algebraically with index \( 0 < \gamma < 1 \))
and the jump sizes have finite mean and variance, then the scaling limit of
such a CTRW has a probability density \( C(x, t) \) that evolves according to the
following fractional kinetic equation \([2,14,23]\), i.e., \( \beta_1 = 0, \beta_2 > 0, 0 < \gamma < 1, \alpha = 2 \) in the equation (2):

\[
\beta_2 \frac{\partial^\gamma C(x, t)}{\partial x^\gamma} = -V \frac{\partial C(x, t)}{\partial x} + D \frac{\partial^2 C(x, t)}{\partial x^2} + f(x, t).
\]  

The Model 1 was regarded as a subset of the CTRW framework, and it describes solute particles sticking or trapping in relatively immobile domains.

**Model 2:** The mobile/immobile time FADM \( 0 < \gamma < 1 \)

To distinguish explicitly the mobile and immobile status using the fractional
dynamics, Schumer et al. [20] developed the following fractional-order, mo-
bile/immobile (MIM) model for the total concentration, i.e., \( \beta_1 > 0, \beta_2 > 0, \)
$0 < \gamma < 1$, $\alpha = 2$ in the equation (2):

$$\beta_1 \frac{\partial C(x,t)}{\partial t} + \beta_2 \frac{\partial^{\gamma} C(x,t)}{\partial t^\gamma} = -V \frac{\partial C(x,t)}{\partial x} + D \frac{\partial^2 C(x,t)}{\partial x^2} + f(x,t).$$  \tag{10}

**Model 3:** The space FADM with index $1 < \alpha \leq 2$

While sampling heterogeneous soils/aquifers, solute particles can experience various velocity zones. If the complex heterogeneity structure, such as the spatial connectivity, can facilitate movement of particles within a certain scale, fast motions may no longer obey the classical Fick’s law and may indeed have a probability density function that follows a power-law. Densities of $\alpha$-stable type have been used to describe the probability distribution of these motions. The resulting governing equation of these motions is similar to the traditional ADE except that the order $\alpha$ of the highest derivative is fractional. For a large number of independent solute particles the probability propagator is replaced by the expected concentration [8]. A special case of the space FADM may be written as the following form, i.e., $\beta_1 > 0$, $\beta_2 = 0$, $1 < \alpha \leq 2$ in the equation (2):

$$\beta_1 \frac{\partial C(x,t)}{\partial t} = -V \frac{\partial C(x,t)}{\partial x}$$

$$+ D \left( \frac{1}{2} + \frac{q}{2} \right) \frac{\partial^{\alpha} C(x,t)}{\partial x^{\alpha}} + D \left( \frac{1}{2} - \frac{q}{2} \right) \frac{\partial^{\alpha} C(x,t)}{\partial (-x)^{\alpha}} + f(x,t)$$ \tag{11}

where the parameter $-1 \leq q \leq 1$ called skewness represents the proportion of high-velocity jet in the direction of flow [22,23].

To simulate the anomalously rapid transport of contaminants in heterogeneous systems, we choose $q = 1$, and thus (11) reduces to the following space FADE model with maximally positive skewness:

$$\beta_1 \frac{\partial C(x,t)}{\partial t} = -V \frac{\partial C(x,t)}{\partial x} + D \frac{\partial^{\alpha} C(x,t)}{\partial x^{\alpha}} + f(x,t).$$ \tag{12}

When $q = -1$, the space FADE (12) reduces to the following space FADE model with maximally negative skewness:

$$\beta_1 \frac{\partial C(x,t)}{\partial t} = -V \frac{\partial C(x,t)}{\partial x} + D \frac{\partial^{\alpha} C(x,t)}{\partial (-x)^{\alpha}} + f(x,t).$$ \tag{13}

**Model 4:** The time and space FADM with index $0 < \gamma < 1$ and $1 < \alpha \leq 2$

Field-scale transport studies show that large ranges of solute displacement can be described by a space nonlocal, fractional-derivative model, and long waiting
times can be described efficiently by a time-nonlocal, fractional model. The time and space FADM with index $0 < \gamma < 1$ and $1 < \alpha \leq 2$ may be written as the following form, i.e., $\beta_1 = 0$, $\beta_2 > 0$, $0 < \gamma < 1$, $1 < \alpha \leq 2$ in the equation (2):

$$
\beta_2 \frac{\partial^n C(x,t)}{\partial t^n} = -V \frac{\partial C(x,t)}{\partial x} + D \left( \frac{1}{2} + \frac{q}{2} \right) \frac{\partial^\alpha C(x,t)}{\partial x^\alpha} + D \left( \frac{1}{2} - \frac{q}{2} \right) \frac{\partial^\alpha C(x,t)}{\partial (-x)^\alpha} + f(x,t).
$$

(14)

**Model 5**: The time fractional advection-diffusion-wave model with damping with index $1 < \gamma < 2$

The time fractional advection-diffusion-wave model with damping with index $1 < \gamma < 2$, $\alpha = 2$, $\beta_1 > 0$, $\beta_2 > 0$ can be written as the following form:

$$
\beta_2 \frac{\partial^n C(x,t)}{\partial t^n} + \beta_1 \frac{\partial C(x,t)}{\partial t} = -V \frac{\partial C(x,t)}{\partial x} + D \frac{\partial^2 C(x,t)}{\partial x^2} + f(x,t).
$$

(15)

This partial differential equation with $\gamma = 2$ and $V = 0$ is called the telegraph equation which governs electrical transmission in a telegraph cable. It can also be characterized as a fractional diffusion-wave equation (governs wave motion in a string) with a damping effect due to the terms $1 < \gamma < 2$, $V = 0$, $\beta_1 \frac{\partial C(x,t)}{\partial t}$ in the equation (15). Here we can see there is some initial directionality to the wave motion, but this rapidly disappears and the motion becomes completely random. If $1 < \gamma < 2$, $V = 0$, $\beta_1 = 0$, equation (15) reduces to the fractional diffusion-wave equation.

### 3 Implicit numerical methods for the FADM

In this section, we propose some implicit numerical methods, which can be used to solve the five fractional advection-dispersion models.

Now we construct implicit numerical methods using a new solution technique. We define $t_k = k\tau$, $k = 0, 1, \ldots, n$; $x_i = a + ih$, $i = 0, 1, \ldots, m$, where $\tau = T/n$ and $h = (b - a)/m$ are space and time step sizes, respectively. Assume that $C(x,t) \in C^2([a, b] \times [0, T])$.

Firstly, we consider the case of $0 < \gamma < 1$, i.e., models 1,2,3 and 4.

We discretize the Caputo time fractional derivative using the L1-algorithm
\[\frac{\partial^n C(x, t_{k+1})}{\partial t^n} = \frac{\tau^{-\gamma}}{\Gamma(2-\gamma)} \sum_{j=0}^{k} b_j^n [C(x, t_{k+1-j}) - C(x, t_{k-j})] + O(\tau^{2-\gamma}), \quad (16)\]

where \(b_j^n = (j + 1)^{1-\gamma} - j^{1-\gamma}, \ j = 0, 1, 2, \cdots, n.\)

Using the relationship between the Gr"unwald-Letnikov derivative and Riemann-Liouville derivative [16], we discrete the Riemann-Liouville derivatives \(\frac{\partial C}{\partial x}\) and \(\frac{\partial C}{\partial (-x)}\) by the shifted Gr"unwald-Letnikov formulae [13,16]:

\[\frac{\partial^n}{\partial x^n} C(x_i, t_{k+1}) = \frac{1}{h^\alpha} \sum_{j=0}^{i+1} \omega_j^n C(x_{i+1-j}, t_{k+1}) + O(h^p), \quad (17)\]

\[\frac{\partial^n}{\partial (-x)^n} C(x_i, t_{k+1}) = \frac{1}{h^\alpha} \sum_{j=0}^{m-i+1} \omega_j^n C(x_{i-1+j}, t_{k+1}) + O(h^p), \quad (18)\]

This formula is not unique because there are many different valid choices for \(\omega_j^n\) that lead to approximations of different order \(p\) [7]. Taking

\[\omega_j^n = (-1)^j \frac{\alpha(\alpha - 1) \cdots (\alpha - j + 1)}{j!}, \quad j = 0, 1, \cdots,\]

then the approximations (17) and (18) provide order \(p = 1.\)

The first order spatial derivative can be approximated by the backward difference scheme:

\[\frac{\partial C(x_i, t_{k+1})}{\partial x} = \frac{C(x_i, t_{k+1}) - C(x_{i-1}, t_{k+1})}{h} + O(h). \quad (19)\]

The first order temporal derivative can be approximated by the backward difference scheme:

\[\frac{\partial C(x_i, t_{k+1})}{\partial t} = \frac{C(x_i, t_{k+1}) - C(x_i, t_k)}{\tau} + O(\tau). \quad (20)\]

Hence, we have
Lemma 1. The coefficients $b_j^q$, $w_j^o$, $j = 0, 1, 2, \ldots$, satisfy:

1) $b_0^0 = 1$, $b_j^q > 0$, $j = 1, 2, \ldots$;
(2) \( b_j^7 > b_{j+1}^7, \quad j = 0, 1, \ldots \); 

(3) \( w_0^\alpha = 1, \quad w_1^\alpha = -\alpha < 0, \quad \text{and} \quad w_j^\alpha > 0, j = 2, 3, \ldots \); 

(4) \( \sum_{j=0}^{\infty} w_j^\alpha = 0, \quad \text{and for} \quad i = 1, 2, \ldots, \quad \text{we have} \quad \sum_{j=0}^{i} w_j^\alpha < 0. \)

**Proof.** See [9].

From \( \lim_{k \to \infty} \left( \frac{(b_k^j)}{k^{\gamma}} \right) = \lim_{k \to \infty} \frac{k^{-1}}{(1 + \frac{1}{k})^{1-\gamma} - 1} = \frac{1}{1-\gamma} \), we obtain the following lemma.

**Remark 1** From Lemma 1, we see that the coefficient matrix \( A \) of the systems (24) is strictly diagonally dominant with positive diagonal terms and nonpositive off-diagonal terms. Hence, the discretization matrix \( A \) is invertible. Furthermore, the system (24) and (25) has a unique solution.

**Lemma 2.** If \( 0 < \gamma < 1 \), there is a positive constant \( \rho \) such that 

\[
(b_k^j)^{-1} \leq \rho k^{\gamma}, k = 1, 2, \ldots 
\] (26)

Now we consider the case of \( 1 < \gamma = \bar{\gamma} + 1 < 2 \), i.e., Model 5.

Let \( U(x, t) = \frac{\partial C(x,t)}{\partial t} \), the equation (15) can be rewritten as

\[
\begin{align*}
\frac{\partial C}{\partial t} &= U, \\
\beta_2 \frac{\partial^2 U}{\partial t^2} + \beta_1 U &= -V \frac{\partial C(x, t)}{\partial x} + D \frac{\partial^2 C(x, t)}{\partial x^2} + f(x, t)
\end{align*}
\] (27)

where \( 0 < \bar{\gamma} < 1 \). Hence, we can obtain the following difference scheme

\[
\begin{align*}
\Delta t C_i^k &= U_i^{k+1}, \\
\beta_2 \frac{\tau^{-\gamma}}{(2-\bar{\gamma})} \sum_{j=0}^{k} b_j^\gamma \Delta_i U_i^{k-j} + \beta_1 U_i^{k+1} \ &= -V_i^{k+1} C_i^{k+1} + D_i^{k+1} f_i^{k+1},
\end{align*}
\] (28)

where \( \Delta_i C_i^k = C_i^{k+1} - C_i^k \) and \( f_i^{k+1} = f(x_i, t_k+1) \). Thus, the above second equation can be rewritten as

\[
\begin{align*}
(\beta_2 + \beta_1 \bar{\mu} + \bar{\gamma}_1 + 2\bar{\gamma}_2)C_i^{k+1} - (\bar{\gamma}_1 + \bar{\gamma}_2)C_i^{k+1} - \bar{\gamma}_2 C_i^{k+1} &
= (\beta_2 + \beta_1 \bar{\mu})C_i^k + \tau \left[ b_i^\gamma U_i^0 + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma)U_i^{k-j} \right] + \bar{\mu}f_i^{k+1},
\end{align*}
\] (29)

where \( \bar{\mu} = \tau \Gamma(2-\bar{\gamma}), \quad \bar{\gamma}_1 = V \bar{\mu} / \bar{h}, \quad \bar{\gamma}_2 = D \bar{\mu} / \bar{h}^2. \)
Remark 2 The coefficient matrix of the systems (29) is strictly diagonally dominant with positive diagonal terms and nonpositive off-diagonal terms. Hence, the system (28) is solvable.

4 Stability of the implicit numerical methods for the FADM

In this section, we discuss the implicit numerical methods (24) with boundary conditions $C^k_0 = C^k_m = 0$, $k = 0, 1, 2, \ldots, n$.

Definition 3. A finite difference scheme is said to be stable for the norm $\| \cdot \|$, if there exists two constants $\lambda_1 > 0$ and $\lambda_2 > 0$, independent of $h$ and $\tau$, such that when $h$ and $\tau$ tend towards zero:

$$\|C^k\| \leq \lambda_1\|C^0\| + \lambda_2\|f\|, \quad \forall k > 0,$$

whatever the initial data $C^0$ and the source term $f$.

Let $\|C^{k+1}\|_\infty = \max_{1 \leq i \leq m-1} |C^{k+1}_i|$ and $\|f\|_\infty = \max_{0 \leq i \leq m, 0 \leq j \leq n} |f^k_j|$.

Lemma 3. Assume that $C^k_i (i = 1, 2, \ldots, m - 1; k = 1, 2, \ldots, n)$ be the numerical solution of (24). If $|C^{k+1}_{i_0}| = \max_{1 \leq i \leq m-1} |C^{k+1}_i|$, then

$$(\beta_1 + \beta_2 r_1)\|C^{k+1}\|_\infty \leq |\beta_1 C^k_{i_0} + \beta_2 r_1 [b^*_k C^0_{i_0} + \sum_{j=0}^{k-1} (b^*_j - b^*_{j+1})C^{k-j}_{i_0}] + \tau f^{k+1}_{i_0}|$$

Proof. Using $\sum_{i=0}^{i_0+1} w^1_i < 0$, $\sum_{i=0}^{m-i_0+1} w^0_i < 0$, we have

$$(\beta_1 + \beta_2 r_1)\|C^{k+1}\|_\infty$$

$$= (\beta_1 + \beta_2 r_1)|C^{k+1}_{i_0}|$$

$$\leq (\mu - r_2 - \frac{1+q}{2} r_3) \sum_{j=0, j \neq 1}^{i_0+1} w^1_j - \frac{1-q}{2} r_3 \sum_{j=0, j \neq 1}^{m-i_0+1} w^0_j |C^{k+1}_{i_0}|$$

$$\leq \mu |C^{k+1}_{i_0} - r_2 C^{k+1}_{i_0-1} - \frac{1+q}{2} r_3 \sum_{j=0, j \neq 1}^{i_0+1} w^1_j |C^{k+1}_{i_0+1-j}| - \frac{1-q}{2} r_3 \sum_{j=0, j \neq 1}^{m-i_0+1} w^0_j |C^{k+1}_{i_0-1+j}|$$

$$\leq |\mu C^{k+1}_{i_0} - r_2 C^{k+1}_{i_0-1} - \frac{1+q}{2} r_3 \sum_{j=0, j \neq 1}^{i_0+1} w^1_j C^{k+1}_{i_0+1-j} - \frac{1-q}{2} r_3 \sum_{j=0, j \neq 1}^{m-i_0+1} w^0_j C^{k+1}_{i_0-1+j}|$$

$$= |\beta_1 C^k_{i_0} + \beta_2 r_1 (b^*_k C^0_{i_0} + \sum_{j=0}^{k-1} (b^*_j - b^*_{j+1})C^{k-j}_{i_0}] + \tau f^{k+1}_{i_0}|.$$
**Theorem 1.** Assume that $C_i^k(i = 1, 2, \cdots, m - 1; k = 1, 2, \cdots, n)$ be the numerical solution of (24). If $\beta_1 \neq 0$, then

\[
(\beta_1 + \beta_2 r_1) \max_{1 \leq j \leq k} \| \mathbf{C}^j \|_\infty \leq (\beta_1 + \beta_2 r_1) \| \mathbf{C}^0 \|_\infty + k \tau \| \mathbf{f} \|_\infty. \tag{30}
\]

Further, we have

\[
\| \mathbf{C}^k \|_\infty \leq \| \mathbf{C}^0 \|_\infty + \frac{k \tau}{\beta_1} \| \mathbf{f} \|_\infty, \quad k = 1, 2, \cdots, n. \tag{31}
\]

**Proof.** Let $|C_i^{k+1}| = \max_{1 \leq j \leq m-1} |C_i^{k+1}|$. By Lemma 3, we obtain

\[
|((\beta_1 + \beta_2 r_1)C_i^{k+1})| \\
\leq |\beta_1 C_i^{k} + \beta_2 r_1 [b_0^\gamma C_i^0 + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma)C_i^{k-j}] + \tau f_i^{k+1}| \\
\leq \left\{ \beta_1 + \beta_2 r_1 [b_0^\gamma + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma)] \right\} \max_{1 \leq j \leq k} \| \mathbf{C}^j \|_\infty + \tau \| \mathbf{f} \|_\infty \\
= \{ \beta_1 + \beta_2 r_1 \} \max_{1 \leq j \leq k} \| \mathbf{C}^j \|_\infty + \tau \| \mathbf{f} \|_\infty.
\]

i.e.,

\[
(\beta_1 + \beta_2 r_1) \max_{1 \leq j \leq k+1} \| \mathbf{C}^j \|_\infty \leq (\beta_1 + \beta_2 r_1) \max_{1 \leq j \leq k} \| \mathbf{C}^j \|_\infty + \| \mathbf{f} \|_\infty.
\]

Thus,

\[
(\beta_1 + \beta_2 r_1) \max_{1 \leq j \leq k+1} \| \mathbf{C}^j \|_\infty \leq (\beta_1 + \beta_2 r_1) \| \mathbf{C}^0 \|_\infty + (k + 1)\tau \| \mathbf{f} \|_\infty. \tag{32}
\]

Therefore, the conclusion of the theorem is proved.

**Theorem 2.** Assume that $C_i^k(i = 1, 2, \cdots, m - 1; k = 1, 2, \cdots, n)$ be the numerical solution of (24). If $\beta_1 = 0$ and $\beta_2 \neq 0$, then

\[
\| \mathbf{C}^j \|_\infty \leq \| \mathbf{C}^0 \|_\infty + (b_j^\gamma - 1) \beta_2 r_1 \| \mathbf{f} \|_\infty, \quad j = 1, 2, \cdots, n. \tag{33}
\]

Further,

\[
\| \mathbf{C}^j \|_\infty \leq \| \mathbf{C}^0 \|_\infty + \lambda (j \tau)^\gamma \| \mathbf{f} \|_\infty, \quad j = 1, 2, \cdots, n, \tag{34}
\]

where $\lambda$ is a positive constant.

**Proof.** For $j = 1$, we assume that $|C_i^{1}| = \max_{1 \leq j \leq m-1} |C_i^{1}|$. Applying Lemma 3, we have

\[
|\beta_2 r_1 C_i^{1}| \leq |\beta_2 r_1 b_0^\gamma C_i^0 + \tau f_i^{1}|.
\]

Thus, $\beta_2 r_1 \| \mathbf{C}^1 \|_\infty \leq \beta_2 r_1 \| \mathbf{C}^0 \|_\infty + \| \mathbf{f} \|_\infty$, i.e.,

\[
\| \mathbf{C}^1 \|_\infty \leq \| \mathbf{C}^0 \|_\infty + (b_0^\gamma \beta_2 r_1)^{-1} \| \mathbf{f} \|_\infty.
\]
Suppose that
\[ \| C_j \|_\infty \leq \| C_0 \|_\infty + (b_{j-1}^2 \beta r_1)^{-1} \| f \|_\infty, \quad 1 \leq j \leq k. \] (35)

When \( j = k + 1 \), we assume that \( |C_{k+1}^k| = \max_{1 \leq i \leq m-1} |C_i^{k+1}| \). By Lemma 3, we obtain
\[ |\beta r_1 C_{k+1}^k| \leq |\beta r_1 [b_k^\gamma C_0^k + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma) C_{k+1}^{k-j}] + \tau f_{k+1}^k|. \]

Therefore,
\[ \beta r_1 \| C^{k+1} \|_\infty \leq \beta r_1 [b_k^\gamma \| C_0 \|_\infty + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma) \| C^{k-j} \|_\infty] + \tau \| f \|_\infty. \]

Using the induction hypothesis (35) and \((b_j^\gamma)^{-1} < (b_k^\gamma)^{-1}(0 \leq j \leq k - 1)\), we obtain
\[ \| C^j \|_\infty \leq \| C_0 \|_\infty + (b_k^\gamma \beta r_1)^{-1} \| f \|_\infty, \quad 1 \leq j \leq k. \]

Thus, we have
\[ \beta r_1 \| C^{k+1} \|_\infty \leq \beta r_1 [b_k^\gamma + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma)] \| C_0 \|_\infty \]
\[ + \beta r_1 \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma) (b_k^\gamma \beta r_1)^{-1} \| f \|_\infty + \tau \| f \|_\infty. \]

Further, we obtain
\[ \| C^{k+1} \|_\infty \leq \left\{ b_k^\gamma + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma) \right\} \| C_0 \|_\infty \]
\[ + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma) (b_k^\gamma \beta r_1)^{-1} \| f \|_\infty + \tau \| f \|_\infty. \]

i. e.,
\[ \| C^{k+1} \|_\infty \leq \| C_0 \|_\infty + \sum_{j=0}^{k-1} (b_j^\gamma - b_{j+1}^\gamma) (b_k^\gamma \beta r_1)^{-1} \| f \|_\infty \]
\[ = \| C_0 \|_\infty + (b_k^\gamma \beta r_1)^{-1} \| f \|_\infty. \]

Therefore,
\[ \| C^j \|_\infty \leq \| C_0 \|_\infty + (b_{j-1}^\gamma \beta r_1)^{-1} \| f \|_\infty, \quad j = 1, 2, \ldots, n. \]

By Lemma 2, we can obtain
\[ \| C^j \|_\infty \leq \| C_0 \|_\infty + \lambda (j \tau)^\gamma \| f \|_\infty, \quad j = 1, 2, \ldots, n, \]

where \( \lambda = \rho(\beta_2)^{-1} \Gamma(2 - \gamma) \).
Hence, the conclusion of the theorem is proved.

Let \( \hat{C}_i^k, (0 \leq i \leq m; 0 \leq j \leq n) \) be the approximate solution of (24), the error \( e_i^k = \hat{C}_i^k - C_i^k, (0 \leq i \leq m; 0 \leq k \leq n) \) satisfies

\[
\mu e_i^{k+1} - r_2 e_{i-1}^{k+1} - \frac{1+q}{2} r_3 \sum_{j=0, j \neq 1}^{i+1} w_j^a e_{i+1-j}^{k+1} - \frac{1-q}{2} r_3 \sum_{j=0, j \neq 1}^{m-i+1} w_j^a e_{i+j}^{k+1}
= \beta_1 e_i^k + \beta_2 r_1 \left[ b_i^k e_0^k + \sum_{j=0}^{k-1} (b_j^i - b_{j+1}^i) e_{i-j}^k \right].
\]

(36)

Applying Theorem 1 and Theorem 2, we can obtain

\[
\|E^k\|_\infty \leq \|E^0\|_\infty, \quad k = 1, 2, \ldots, n,
\]

where \( \|E^k\|_\infty = \max_{1 \leq i \leq m-1} |e_i^k| \). The following conclusion is obtained.

**Theorem 3.** The fractional implicit numerical method defined by (24) is unconditionally stable.

**Remark 1:** Using similar method, we can investigate the stability of the fractional implicit numerical method defined by (28).

5 **Convergence of the implicit numerical methods**

Now we investigate the convergence of the implicit numerical methods (23).

Let \( C(x, t_k), (i = 1, 2, \ldots, m - 1; k = 1, 2, \ldots, n) \) be the exact solution of the equations (2)-(4) at mesh point \((x_i, t_k)\). Define \( \eta_i^k = C(x_i, t_k) - C_i^k, i = 1, 2, \ldots, m - 1; k = 1, 2, \ldots, n \) and \( Y^k = (\eta_1^k, \eta_2^k, \ldots, \eta_{m-1}^k)^T \). From (21) and (23), we obtain

\[
\mu \eta_i^{k+1} - r_2 \eta_{i-1}^{k+1} - \frac{1+q}{2} r_3 \sum_{j=0, j \neq 1}^{i+1} w_j^a \eta_{i+1-j}^{k+1} - \frac{1-q}{2} r_3 \sum_{j=0, j \neq 1}^{m-i+1} w_j^a e_{i+j}^{k+1}
= \beta_1 \eta_i^k + \beta_2 r_1 \left[ b_i^k e_0^k + \sum_{j=0}^{k-1} (b_j^i - b_{j+1}^i) \eta_{i-j}^k \right] + \tau R(x_i, t_k),
\]

(37)

where \( i = 1, 2, \ldots, m - 1, k = 0, 1, 2, \ldots, n - 1 \).

Applying Theorem 1 and Theorem 2, by (22), we obtain the following convergence theorem.

**Theorem 4.** Let \( C_i^k \) be the numerical solution computed by use of the implicit numerical methods (24) and (25), \( C(x, t) \) is the solution of the problem (2)-(4).
Then there is a positive constant $A$, such that

$$|C_k^i - C(x_i, t_k)| \leq \begin{cases} A(\tau + h), & \text{when } \beta_1 \neq 0, \\ A(\tau^{2-\gamma} + h), & \text{when } \beta_1 = 0 \text{ and } \beta_2 \neq 0, \end{cases}$$

(38)

where $i = 1, 2, \ldots, m - 1; k = 1, 2, \ldots, n$.

**Remark 2:** Using similar method, we can investigate the convergence of the fractional implicit numerical method defined by (28) or (29).

### 6 Numerical results

In order to demonstrate the effectiveness of our theoretical analysis, some examples are now presented. These implicit numerical methods can be used to simulate regional-scale anomalous dispersion with heavy tails.

**Example 1:** Consider the following space-time fractional advection-diffusion equation

$$\frac{\partial C(x,t)}{\partial t} + \frac{\partial C(x,t)}{\partial t^\gamma} = -\frac{\partial^n C(x,t)}{\partial x^n} + \frac{1}{2} \left[ \frac{\partial^n C(x,t)}{\partial x^n} + \frac{\partial^n C(x,t)}{\partial (-x)^n} \right] + f(x,t),$$

(39)

where $\gamma = 0.85$, $\alpha = 1.80$, $f(x,t) = f_1(x,t) + f_2(x,t) - f_3(x,t) - f_4(x,t)$, and

- $f_1(x,t) = 2(t + \frac{t^2-\gamma}{3-\gamma})x^2(1-x)^2$,
- $f_2(x,t) = 2x(1-x)(1-2x)t^2$,
- $f_3(x,t) = \frac{2x^2-\alpha t^2}{1-(5-\alpha)} [(3-\alpha)(4-\alpha) - 6(4-\alpha)x + 12x^2]$,
- $f_4(x,t) = \frac{2x^2-\alpha t^2}{1-(5-\alpha)} [(3-\alpha)(4-\alpha) - 6(4-\alpha)(1-x) + 12(1-x)^2]$.

The exact solution to this problem can be easily obtained as $u(x,t) = t^2x^2(1-x)^2$.

Figs. 1 and 2 show the exact and numerical solutions with $\alpha = 1.8$ and $\gamma = 0.85$ at $T = 1$ and $x = 0.4$, respectively. From Figs. 1 and 2, it can be seen that the implicit numerical methods are in excellent agreement with the exact solution.
Taking $\beta_1 = \beta_2 = 1$, Fig. 1 shows the exact and numerical solutions with $\alpha = 1.8$ and $\gamma = 0.85$ at $T = 1$. From Fig. 1, it can be seen that the implicit numerical methods are in excellent agreement with the exact solution.

Let

$$\|E\|_{\text{max}} = \max_{1 \leq i \leq m-1} |C(x_i, t_n) - C_i^n|. \quad (41)$$

From Table 1 and Table 2, we can conclude that

$$\|E\|_{\text{max}} \leq C_1 (\tau + h), \quad \text{when} \beta_1 = \beta_2 = 1 \quad (42)$$

and

$$\|E\|_{\text{max}} \leq C_2 (\tau^{2-\gamma} + h), \quad \text{when} \beta_1 = 0, \ \beta_2 = 1. \quad (43)$$

where $C_1 = 0.012$ and $C_2 = 0.0126$.

**Table 1**

The numerical errors using the implicit difference approximation (24) for $\beta_1 = \beta_2 = 1$ at $t = 1.0$

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$h$</th>
<th>Maximum Error $|E|_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0e-2</td>
<td>5.0e-2</td>
<td>8.4480e-4</td>
</tr>
<tr>
<td>2.5e-2</td>
<td>2.5e-2</td>
<td>5.0475e-4</td>
</tr>
<tr>
<td>1.25e-2</td>
<td>1.25e-2</td>
<td>2.7483e-4</td>
</tr>
<tr>
<td>6.25e-3</td>
<td>6.25e-3</td>
<td>1.4388e-4</td>
</tr>
</tbody>
</table>

**Example 2:** Consider the following variable coefficient space-time fractional
Table 2

The numerical errors using the implicit difference approximation (24) for $\beta_1 = 0$ and $\beta_2 = 1$ at $t = 1.0$

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$h = \tau^{2-\gamma}$</th>
<th>Maximum Error $|E|_{\max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0e-2</td>
<td>3.190e-2</td>
<td>1.0055e-3</td>
</tr>
<tr>
<td>2.5e-2</td>
<td>1.438e-2</td>
<td>4.9461e-4</td>
</tr>
<tr>
<td>1.25e-2</td>
<td>6.478e-3</td>
<td>2.2581e-4</td>
</tr>
<tr>
<td>6.25e-3</td>
<td>2.919e-3</td>
<td>1.0407 e-4</td>
</tr>
</tbody>
</table>

Fig. 3. The approximation solution of (44)-(45) when $\alpha = 1.8$ and $\gamma = 0.85$ in Example 2.

advection-diffusion equation

\[ \frac{\partial C(x,t)}{\partial t} + \frac{\partial^2 C(x,t)}{\partial x^2} = -(1 + x^2 t^2) \frac{\partial C(x,t)}{\partial x} + (1 + x + t) \left[ \frac{\partial^3 C(x,t)}{\partial x^3} + \frac{\partial^3 C(x,t)}{\partial (-x)^3} \right] + e^{xt}, \]

\[ (x,t) \in [0, 1] \times [0, 1] \]

(44)

together with the following boundary and initial conditions

\[
\begin{align*}
C(0,t) &= C(1,t) = 0, \quad 0 \leq t \leq 1, \\
C(x,0) &= \sin x, \quad 0 \leq x \leq 1
\end{align*}
\]

(45)

where $\gamma = 0.85$, $\alpha = 1.80$. The exact solution is not available.

Fig. 3 shows the numerical solutions with $\alpha = 1.8$, $\gamma = 0.85$. 
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In the following numerical examples, we consider the time, space and space-time fractional advection-diffusion models with instantaneous source for the $0 < \gamma < 1$ case, i.e., models 1, 2, 3 and 4.

$$\beta_1 \frac{\partial C}{\partial t} + \beta_2 \frac{\partial^\gamma C}{\partial t^\gamma} = -V \frac{\partial C}{\partial x} + D(\frac{1}{2} + \frac{q}{2}) \frac{\partial^\alpha C}{\partial x^\alpha} + D(\frac{1}{2} - \frac{q}{2}) \frac{\partial^\alpha C}{\partial (-x)^\alpha} + c_0 x_0 \delta(x, t), \quad (46)$$

with the boundary conditions

$$C(0, t) = 0, \quad \frac{\partial C(b, t)}{\partial x} = 0, \quad 0 < t \leq T, \quad (47)$$

where $c_0 x_0 \delta(x, t)$ denotes the initial solute concentration, $c_0$ being the spread over some injection distance $x_0$ which is mathematically concentrated into a delta function, $c_0 = 1000$.

**Example 3 (Model 1):** Consider the following the time FADM with $0 < \gamma < 1$:

$$\frac{\partial^\gamma C(x, t)}{\partial t^\gamma} = -\frac{\partial C(x, t)}{\partial x} + \frac{\partial^2 C(x, t)}{\partial x^2} + c_0 x_0 \delta(x, t). \quad (48)$$

The computational results for different $\gamma$ at $T = 20$ and $x = 26$ are shown in Figs. 4 and 5, respectively. Figs. 4 and 5 show that the order of the fractional time derivative $\gamma$ governs the probability tails of the delay between jumps. The model 1 describes solute particles sticking or trapping in relatively immobile domains.

**Example 4 (Model 2):**
Consider the following The mobile/immobile time FADE with $0 < \gamma < 1$:

$$
\frac{\partial C(x,t)}{\partial t} + \frac{\partial^\gamma C(x,t)}{\partial t^\gamma} = - \frac{\partial C(x,t)}{\partial x} + \frac{\partial^2 C(x,t)}{\partial x^2} + c_0x_0\delta(x,t).
$$

(49)

The model provides the mobile/immobile CTRW models by dividing the transition time into mobile and immobile parts. The computational results for different $\gamma$ at $T = 20$ and $x = 26$ are shown in Figs. 6 and 7, respectively.

Figures 6 and 7 show that the time drift term $\frac{\partial C(x,t)}{\partial t}$ is added to describe the motion time and thus help to distinguish the status of particles conveniently [23]. The corresponding fractional-derivative governing equations for the mobile and immobile phases can be found in [20].

Example 5 (Model 3):

Consider the following space FADE with $1 < \alpha \leq 2$:

$$
\frac{\partial C(x,t)}{\partial t} = - \frac{\partial C(x,t)}{\partial x} \\
+ \left(\frac{1}{2} + \frac{q}{2}\right) \frac{\partial^\alpha C(x,t)}{\partial x^\alpha} \\
+ \left(\frac{1}{2} - \frac{q}{2}\right) \frac{\partial^\alpha C(x,t)}{\partial (-x)^\alpha} + c_0x_0\delta(x,t),
$$

(50)

where the parameter $-1 \leq q \leq 1$ called skewness represents the proportion of high-velocity jet in the direction of flow [8,23]. The parameter $q$ describes the "skewness" of the transport process. Numerical approximation of the space FADM with index $1 < \alpha \leq 2$ is used to simulate Lévy motion with $\alpha-$stable densities.

When $q = 1$, and thus (50) reduces to the following space FADM with max-
Fig. 8. The numerical approximation whose transport is governed by the space FADE (51) for various $\alpha = 2, 1.9, 1.8, 1.7, 1.6, 1.5$ when $T = 20$.

Fig. 9. The numerical approximation whose transport is governed by the space FADE (51) for various $\alpha = 2, 1.9, 1.8, 1.7, 1.6, 1.5$ when $x = 26$.

\[
\frac{\partial C(x, t)}{\partial t} = -\frac{\partial C(x, t)}{\partial x} + \frac{\partial^\alpha C(x, t)}{\partial x^\alpha} + c_0 x_0 \delta(x, t). \tag{51}
\]

The computational results for different $\alpha$ at $T = 20$ and $x = 26$ are shown in Figs. 8 and 9, respectively.

When $q = -1$, the space FADE (50) reduces to the following space FADM with maximally negative skewness:

\[
\frac{\partial C(x, t)}{\partial t} = -\frac{\partial C(x, t)}{\partial x} + \frac{\partial^\alpha C(x, t)}{\partial (-x)^\alpha} + c_0 x_0 \delta(x, t). \tag{52}
\]

The computational results for different $\alpha$ at $T = 20$ and $x = 26$ are shown in Figures 10 and 11, respectively.

When $q = 0$, the space FADM (50) reduces to a symmetric transition process:

\[
\frac{\partial C(x, t)}{\partial t} = -\frac{\partial C(x, t)}{\partial x} + \frac{1}{2} \frac{\partial^\alpha C(x, t)}{\partial x^\alpha} + \frac{1}{2} \frac{\partial^\alpha C(x, t)}{\partial (-x)^\alpha} + c_0 x_0 \delta(x, t). \tag{53}
\]

The computational results for different $\alpha$ at $T = 20$ and $x = 26$ are shown in Figs. 12 and 13, respectively.

**Example 6 (Model 4):**

Consider the following space-time fractional differential equation with $0 < \gamma < 1$ and $1 < \alpha \leq 2$:
The computational results for different $\gamma$ at $T = 20$ and $x = 26$ are shown in Figs. 14-17, respectively.

**Example 7 (Model 5):**

Consider the following advection-diffusion-wave model with damping with $1 < \alpha < 2$:
Fig. 14. The numerical approximation whose transport is governed by the space and time FADE (54) for \( \alpha = 1.85 \) and various \( \gamma = 1, 0.9, 0.8, 0.7, 0.6, 0.5 \) when \( T = 20 \).

\[ \gamma < 2: \]
\[ \frac{\partial^\gamma C(x,t)}{\partial t^\gamma} + \frac{\partial C(x,t)}{\partial t} = -\frac{\partial C(x,t)}{\partial x} + \frac{\partial^2 C(x,t)}{\partial x^2} + f(x,t), \tag{55} \]

We take \( f(x,t) = 3 |t^2 + 2t^{2-\gamma}/\Gamma(3-\gamma)| e^x \), and the initial and boundary conditions are given by

\[
\begin{align*}
C(x,0) &= 0, & C_t(x,0) &= 0, & 0 < x < 1, \\
C(0, t) &= t^3, & C(1, t) &= t^3 e^x, & 0 \leq t \leq 1.
\end{align*}
\tag{56}
\]

where \( \gamma = 1.85 \). The exact solution of the equation is \( u(x,t) = t^3 e^x \).
Comparison between the exact and the numerical solutions are shown in Figs. 18 and 19. From Figs. 18 and 19, it can be seen that the numerical solution is in excellent agreement with the exact solution.

Example 8 (Model 5):

Consider the following time fractional advection-diffusion-wave model with damping with index $1 < \gamma < 2$

$$\frac{\partial^\gamma C(x, t)}{\partial t^\gamma} + \frac{\partial C(x, t)}{\partial t} = - \frac{\partial C(x, t)}{\partial x} + \frac{\partial^2 C(x, t)}{\partial x^2}, \quad (57)$$

with the initial and boundary conditions given by

$$\begin{cases} C(x, 0) = \delta(x), \frac{\partial C(x, 0)}{\partial t} = \delta(x) & \text{for } 0 \leq x \leq b, \\ C(0, t) = 0, \quad \frac{\partial C(b, t)}{\partial x} = 0, & 0 < t \leq T. \end{cases} \quad (58)$$

The computational results for different $\gamma$ at $T = 20$ and $x = 26$ are shown in Figs. 20 and Fig. 21, respectively.

7 Conclusions

In this paper, some effective numerical methods for solving a class of fractional advection-dispersion models have been described and demonstrated. The stability and convergence of the implicit numerical methods are analysed systematically. Finally, some results are given to demonstrate the effectiveness of theoretical analysis. These equations can be used to simulate the regional-scale anomalous dispersion with heavy tails. The methods and techniques discussed
Fig. 20. The snapshot of tracers whose transport is governed by the time FADE (57) and (58) when $T = 20$.

Fig. 21. The snapshot of tracers whose transport is governed by the time FADE (57) and (58) when $x = 26$.

in this paper can also be applied to solve other kinds of fractional partial differential equations.
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