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Abstract—This paper presents a reactive collision avoidance method for small unmanned rotorcraft using spherical image-based visual servoing. Only a single point feature is used to guide the aircraft in a safe spiral like trajectory around the target, whilst a spherical camera model ensures the target always remains visible. A decision strategy to stop the avoidance control is derived based on the properties of spiral like motion, and the effect of accurate range measurements on the control scheme is discussed. We show that using a poor range estimate does not significantly degrade the collision avoidance performance, thus relaxing the need for accurate range measurements. We present simulated and experimental results using a small quad rotor to validate the approach.

I. INTRODUCTION

The economical and social benefits of employing unmanned aircraft (UAS) for civilian tasks have not yet been realized due to tightly regulated and thus restricted access to the national airspace [1]. The most significant technological issue restricting UAS integration is their inability to independently detect and avoid unplanned hazards during flight. This is commonly referred to as Sense and Avoid in conventionally-piloted aircraft and can be considered a form of decentralized, short term collision avoidance of both static and dynamic targets. The task is typically disected into three functions, Detect, Decide and Act [2].

When considering an automated approach, international regulatory bodies1 require such systems to demonstrate an equivalent level of safety (ELOS) to manned aircraft. So in an attempt to replicate pilot performance, an obvious choice for target detection is the use of passive uncooperative sensors such as video cameras [3]. For small rotorcraft UAS monocular vision is well suited considering their size, weight and power limitations. Given a collision target appears as a small, dim and slow moving point in the image [4], the focus has shifted toward the detection and tracking of pixel sized point features. Recent studies [5] [6] suggest comparable initial detection distances to the human visual system [4], but obtaining timely estimates of range from monocular images remains challenging. This can be attributed to the absence of target shape, size and time to collision information. As a human can only coarsely estimate range in a collision scenario and instead relies on bearing measurements [7], it may be wiser to adopt a similar approach for Sense and Avoid. We also need to ensure that the target remains visible throughout the conflict, suggesting a wide field of view is needed. A set of difficult constraints are thus placed on the Decide and Act functions responsible for resolving the conflict and thus renders many existing approaches inapplicable [8].

In this paper, we explicitly address the conflict resolution problem for small rotorcraft UAS under the aforementioned contraints on target detection. We use a combination of established visual servoing techniques, spherical camera models and the properties of conical spirals to derive a suitable visual controller. A range independent stopping criterion is also derived to allow the rotorcraft to cease avoidance behaviour. We show that ignoring the optic flow from forward velocity and using inaccurate range estimates, can still provide safe collision avoidance.

In section II we provide the problem background before deriving the visual controller and stopping criteria in section III. Simulated and experimental results for a small rotorcraft UAS are provided in section IV and V respectively.

II. BACKGROUND

The constraints of the Sense and Avoid problem have prompted visual servoing [9] as a potential solution to the control task. Position-based visual servoing (PBVS) relies on recovering target pose estimates to be used directly in the control law. Often this requires considerable computational expense, multiple image features and an accurate target model that includes range information. When applied to collision avoidance, lasers [10] and stereo vision [11] [12] have been successful but their use violates our problem constraints.

Image-based visual servoing (IBVS) may be better suited, offering a fast solution that aligns well with pilot Sense and Avoid behaviour. The feedback control is derived directly from the image space, similar to how a pilot may use visual cues when avoiding a target. Numerous IBVS schemes have been used to control rotorcraft [13] [14] [15] but they often assume the target can be approximated by a planar object (or 3D structure) with multiple image features in order to control all vehicle degree of freedom. Although a large number of control strategies exist for various image features [16] [17] [18], our problem restricts us to use a single point feature and thus limits the controllable degrees of freedom.

In [19] and [20], the relationship between translational optic flow and target range was exploited to derive effective reactive collision avoidance for fixed wing aircraft in one and two degrees of freedom respectively. However, such approaches require the target to be near and large to extract
meaningful optic flow measurements. In [21] and [22], avoidance of a cylindrical target was achieved by holding a fixed azimuth angle from the edge of the cylinder. Although applicable to fixed and rotary wing aircraft, the approach is one dimensional, does not include a camera model and requires accurate range estimates to apply the stopping criterion. The stopping criterion allows the aircraft to return to its original path from the induced spiral like trajectory. A similar approach for a fixed wing aircraft was suggested in [6] and developed in [23], whereby lateral or vertical control could be chosen for collision avoidance. The vertical controller cannot be applied to rotorcraft directly and the selection of lateral or vertical guidance limits the potential to increase miss distance.

Any IBVS control scheme requires the image feature to remain in the camera field of view to avoid failure. Additionally, the field of view should be large enough to meet the expected Sense and Avoid requirements. These visibility issues are a common problem when using perspective imaging but not for spherical imaging devices. Although true spherical cameras are under development [24], they would allow any point to be projected onto the surface of a sphere and thus provide a 4π steradians field of view.

In the following sections, we first derive an IBVS control law for rotorcraft using a spherical camera model and a single point feature consisting of two angular measurements. We then apply the same principle of positioning a static point target at a fixed azimuth angle in the image but include an elevation angle such that the rotorcraft follows a spiral like trajectory. We use the properties of conical spirals to select the desired image feature position and derive a range independent stopping criterion to provide collision avoidance in 3D. In light of the detection constraints, we then investigate realistic cases in which inaccurate range estimates or unknown optic flow from forward velocity is used in the control scheme.

III. COLLISION AVOIDANCE USING SPHERICAL IBVS

A. Spherical Cameras

Many imaging devices such as catadioptric and fish eye lenses provide a larger field of view than perspective imaging. The unified imaging model of [25] provides a framework to project points observed from a broad class of cameras to a spherical imaging surface. A world point \( p \) is first projected onto the surface of the imaging sphere then reprojected onto the image plane to point \( p' \) as shown in figure 1. The focal point and planar imaging surface are a distance \( l \) and \( m \) from the center of the sphere respectively. Placing the focal point at the spherical center with the imaging plane tangential to the spherical surface, we arrive at the perspective projection model. In this case the focal length \( f \) is equal to the radius of the sphere and \( l \) is zero. Although the cartesian coordinates of the point on the sphere and the imaging plane are different, the angles of colatitude \( \sigma \) and azimuth \( \gamma \) are the same. They can be estimated using equations (1) and (2) where \( w \) is the width of the image plane and \( h \) is the height.

\[
\sigma = \arctan \left( \frac{v - h}{f} \right) + \frac{\pi}{2} \quad (1)
\]

\[
\gamma = \arctan \left( \frac{u - w}{f} \right) \quad (2)
\]

B. Visual Control Law

Consider a spherical camera centered at the origin of a right handed coordinate system and initially aligned to a fixed inertial frame. The camera is mounted on a rotorcraft free to move in \( SE(3) \) and the focal point (spherical center) is aligned with the aircraft center of mass. The camera thus inherits the rotorcraft dynamics and the camera and body frames are equivalent. The position of an arbitrary world point \( p \) relative to the body can then be expressed in spherical coordinates consisting of an angle of colatitude and azimuth as described previously. These angles depend on the rotorcraft position and orientation. Provided the rotorcraft does not roll or pitch, the angles can be expressed in terms of heading \( \psi \), direction of flight relative to the target \( \alpha \), elevation to the target \( \beta \) and bearing from the target to the cameras focal point in the inertial frame \( \eta \). The relationships are given in (3) and (4) and depicted in figure 2.

\[
\beta = \pi - \sigma \quad (3)
\]

\[
\alpha = -\gamma = \pi - \eta + \psi \quad (4)
\]

If we move with constant forward velocity \( v \), we can control lateral and vertical position using \( \beta \) and \( \alpha \). Ensuring these two angles are kept constant, the rotorcraft will circumvent the target in a spiral like pattern [26]. Insects also exhibit this behaviour when flying near a point light source as they attempt to navigate at night. They keep the light rays in the same part of the eye which, when applied to the moons light rays, allows the insect to track a straight path over ground. The equations of motion in the inertial frame for such a spiral trajectory are given in [26] and describe a conical spiral in
3D. The equations\(^2\) can be expressed in terms of the spherical image features by

\[
\begin{align*}
x_e(t) &= (r_0 - bt) \cos[\eta_0 - \ln(1 + \frac{at}{z_0})] \\
y_e(t) &= (r_0 - bt) \sin[\eta_0 - \ln(1 + \frac{at}{z_0})] \\
z_e(t) &= z_0 + at
\end{align*}
\]

where \(a = \nu \cos(-\gamma) \cos(\pi - \sigma)\), \(b = \nu \cos(-\gamma) \sin(\pi - \sigma)\) and \(c = \frac{\tan(-\gamma)}{\sin(\pi - \sigma)}\). The bodies initial position from the target is described by \(r_0\) and \(\eta_0\) in polar coordinates with \(z_0\) equal to its initial vertical displacement. Both \(r_0\) and \(z_0\) may be unknown and all other parameters can be estimated from the image and on board sensors using (3) and (4). Conducting a similar analysis to [26] using the spherical image features instead, we can predict the rotorcraft behavior by holding the azimuth and colatitude angles constant. This is applicable regardless of initial target orientation.

\[
\lim_{t \to \infty} x_e(t) = \begin{cases} \infty & 0 < |\gamma| < \frac{\pi}{2} \\ 0 & |\gamma| = \frac{\pi}{2} \\ k_x, & |\gamma| = \pi \end{cases}
\]

\[
\lim_{t \to \infty} y_e(t) = \begin{cases} \infty & 0 < |\gamma| < \frac{\pi}{2} \\ 0 & |\gamma| = \frac{\pi}{2} \\ k_y, & |\gamma| = \pi \end{cases}
\]

\[
\lim_{t \to \infty} z_e(t) = \begin{cases} 0, & \sigma = \frac{\pi}{2} \\ \infty, & \sigma = \pi \\ -\infty, & \sigma = 0 \\ k_z, & \text{otherwise} \end{cases}
\]

In this analysis the body rotational velocities in the \(x\) and \(y\) axis remain zero with \(k_z\) a constant other than 0. Both \(k_x\) and \(k_y\) change according to the equation of a circle with radius determined by \(r_0\) and \(\beta\). The heading rate \(\psi\) (or \(\omega_z\)) can be used to maintain \(\gamma\) and the vertical velocity \(v_z\) to maintain \(\sigma\). Clearly, a potentially unsafe situation will arise if the magnitude of the desired azimuth is less than \(\frac{\pi}{2}\) or the colatitude is either 0 or \(\pi\). Avoiding these values will ensure collision avoidance, provided we have a controller capable of guiding an aircraft around a spiral trajectory. To derive such a controller we need to know the relationship between the velocity of the camera and the velocity of the spherical image features. This is given by

\[
\ddot{s}(t) = \mathbf{L}_s v(t)
\]

where \(v(t)\) is the camera translational and angular velocity, \(\ddot{s}(t)\) is the image feature velocity and \(\mathbf{L}_s\) is the image Jacobian or interaction matrix. For a spherical camera observing point features, the Jacobian is given by (18) overleaf and derived in [18]. As we can only observe a single feature point consisting of two angular measurements, we can only control two degrees of freedom. Typically the Jacobian is partitioned into translational and rotational parts, but we are free to partition in any way [9]. We can express (11) as

\[
\ddot{s} = \mathbf{L}_{xy} v_{xy} + \mathbf{L}_z v_z
\]

where \(\mathbf{L}_{xy}\) is the Jacobian made up from the rotational and translational components about the \(x\) and \(y\) axis, \(\mathbf{L}_z\) is the Jacobian made up from the rotational and translational components about the \(z\) axis and the vectors \(v_{xy}\) and \(v_z\) are given in (13).

\[
v_{xy} = [v_x \ v_y \ \omega_x \ \omega_y]^T \\
v_z = [v_z \ \omega_z]^T
\]

For control purposes, we define a constant desired image feature set \(s^* = (\sigma^* \ \gamma^*)\) and assume an exponential decrease in the feature error \(e(t)\) such that

\[
\dot{e}(t) = -\lambda e(t)
\]

where \(\lambda\) is a positive gain value and the feature error is determined by the modulo-2 subtraction of the desired and current image features. Substituting (14) into (12) and rearranging, we arrive at the control for the \(z\) translational and rotational velocity.

\[
v_z = L_z^{-1} (-\lambda \dot{e} - L_{xy} v_{xy})
\]

With a fixed forward velocity, rotorcraft can change their lateral or vertical displacement with yaw rate and collective adjustments only. This means the \(y\) velocity, roll and pitch angles will not change significantly and the above control can be simplified to

\[
v'_x = -\frac{\lambda}{\sin \sigma} \frac{R e_\sigma}{\cos \sigma \cos \gamma} v_x
\]

\[
\omega'_z = \lambda \gamma \frac{R e_\gamma}{\sin \sigma} v_x
\]

where \(R\) is the range to the target and \(e_\sigma\) and \(e_\gamma\) are the colatitude and azimuth feature errors respectively. The control is convenient as the vertical velocity depends on the colatitude whilst the yaw velocity depends on azimuth. The controller requires an estimate of range to scale the velocity commands appropriately considering the optic flow induced from translational motion. The control is also applicable to

\[^2\text{Assumes target starts above the vehicle with minor sign changes for targets starting below.}\]
fixed wing aircraft but requires the image feature errors to be taken from a de-rotated image. Alternatively we could formulate the above controller using different degrees of freedom, such as yaw and pitch velocity [23]. In order to resume the initial flight path and cease spiraling the target, a stopping criterion is required.

C. Stopping Criterion

Assuming a single static target and a fixed forward velocity, we exploit the initial parameters of the controller and aircraft state to derive a safe stopping criterion. Through selection of the desired image features, the aircraft is initially forced to change its heading rate and altitude in favor of collision avoidance regardless of azimuth angle and range value. This prevents the aircraft from spiraling inward toward the target as the aircraft moves around the spiral however, the controller will eventually force the aircraft back toward the target in both vertical and lateral planes. We choose the desired image features to be such that

\[
\begin{align*}
|\gamma^*| &> |\gamma_o| \cap \text{sgn}(\gamma^*) = \text{sgn}(\gamma_o) \quad (19) \\
|\sigma^*| &< |\sigma_o| \cap \text{sgn}(\sigma^*) = \text{sgn}(\sigma_o) \quad (20)
\end{align*}
\]

where \(\gamma_o\) and \(\sigma_o\) are the initial image features upon first target detection. The maximum lateral and vertical displacement from the target will occur as the heading approaches the initial heading from above and the sign of the \(z\) velocity command reverses direction.

\[
\begin{align*}
|y_e(t)| \rightarrow y_{max} & \quad \Rightarrow |\psi(t)| \rightarrow |\psi_o|^+ \\
|z_e(t)| \rightarrow z_{max} & \quad \Rightarrow |v_z(t)| \rightarrow 0
\end{align*}
\]

The stopping criterion for the lateral and vertical control can then be expressed by (23) and (24) respectively.

\[
\begin{align*}
\dot{\psi}^*(t) &= \begin{cases} 0, & |\psi(t)| < |\psi_o| \\ \alpha^*_z(t), & \text{else} \end{cases} \quad (23) \\
\dot{v}_z^*(t) &= \begin{cases} 0, & \text{sgn}(v_z^*(t)) \neq \text{sgn}(v_z^*(0)) \\ v_z^*(t), & \text{else} \end{cases} \quad (24)
\end{align*}
\]

IV. SIMULATION

The simulation studies were performed in MATLAB with initial parameters defined in table I. The target position and camera \(x\) velocity remained unchanged between simulation studies to ensure consistency and the gain has been tuned to ensure feasible commanded velocities. No dynamic model is used in the simulation in order to study the effects of desired feature placement, chosen range value and collision avoidance stopping criterion. The camera starts at \([1.0 0.1 -1.1]\) in the inertial frame, heading set to 0 and a positive \(x\) velocity of 0.1\(\text{ms}^{-1}\). Thus, the camera will initially see the target positioned slightly below and to the left of the image centre.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Simulation</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain ((\lambda))</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Frequency (Hz)</td>
<td>25</td>
<td>&lt; 10</td>
</tr>
<tr>
<td>Velocity ((\text{ms}^{-1}))</td>
<td>0.1</td>
<td>0.25</td>
</tr>
<tr>
<td>Target Position (m)</td>
<td>[5.5 0 -1]</td>
<td>[5.5 0 -1]</td>
</tr>
<tr>
<td>(s^*) (deg)</td>
<td>[80 -70, -90, -110]</td>
<td>[80 25]</td>
</tr>
</tbody>
</table>

In the first study we verify the control law and show its ability to control a spiral like trajectory. Figure 3 shows the camera trajectory and range to target for \(\gamma^* = 135^\circ\), \(R = R_o\) and \(\gamma^*\) equal to \(-70^\circ\), \(-90^\circ\) and \(-110^\circ\). \(R_o\) is the true range taken from the simulator engine. We see the effect of azimuth angle on the trajectory, confirming the statements made in section III regarding spiral motion. Figure 4 shows the image feature error, control and camera orientation for the case when \(\gamma^* = -90^\circ\). The error converges to zero and the feature trajectory in the image is straight forward. The plots are similar for the other two cases considered, with slightly slower and faster convergence rates in azimuth error for \(\gamma^* = -110^\circ\) and \(\gamma^* = -70^\circ\) respectively.

In the next study we consider a more difficult case in which the range is unknown and the magnitude of the desired azimuth angle is less than 90°. The stopping conditions are required to ensure the camera does not spiral toward the target as in the previous study. The desired features are set
to $\sigma^* = 80^\circ$ and $-25^\circ$. The underestimated range value is set to 2m and overestimated case to 7m. The trajectories are shown in figure 5.

Without directly estimating range, this feature may be used to adjust the range value to improve the servoing performance. The reason for the offset can be seen by examining (16) and (17) and, for the underestimated case, figures 6 and 7. They show the optic flow from the uncontrolled degrees of freedom and feature error. The underestimated range value caused the control in $\omega_z$ to be weaker than it would be if the range was known, therefore providing a positive offset. The opposite is true for the overestimated case.

Importantly, the stopping criterion has allowed the body to avoid collision in all cases with the chosen value of range effecting the minimum miss distance. Despite the large deviations in range value, over 3 times the true value at certain times, the difference in miss distance is less than 0.2m. This highlights the approaches robustness to range errors. The feature error in both cases provides some interesting insights. The desired colatitude angle is always obtained, despite its dependence on range, yet the error in azimuth angle shows a steady offset as the object attempts to spiral around the target.

V. EXPERIMENTAL RESULTS

A. Setup

A small commercially available AR Drone Parrot quad rotor was used in the experiment. A forward facing camera operating at 10Hz with 320x240 resolution was used to collect target images and send them to the visual controller.
off board. A simple arrangement of PID controllers was used to control forward and lateral velocity whilst the vertical velocity and yaw rate were controlled directly using the derived IBVS scheme. The translational velocity was measured using a T40 Vicon and the body angles and rates from both Vicon and IMU. The true target range was obtained from the Vicon when required and a fixed value was used otherwise. To regulate the $x$ and $y$ velocity to a reference value, roll and pitch must be adjusted. Reference roll and pitch velocities were derived from $x$ and $y$ translational velocity measurements then compared to IMU measurements to derive the required feedback. The control architecture is depicted in figure 8.

For experimentation, we exploit the color characteristics of a simple target for detection and tracking. We used a combination of well established computer vision techniques to perform RGB normalization, color segmentation and blob detection. In this way, we consistently extracted only the color associated with the target. Its centroid was taken as the point feature and the spherical coordinates derived as per section III.

**B. Results**

Initially no assumptions were made on the roll and pitch velocity and they were included in the control. It was found that the control law was quite sensitive to inaccurate velocity measurements, causing the quad to issue more aggressive and rapidly fluctuating $z$ velocity commands. Removing the optic flow measured from the IMU’s due to pitch and roll and adopting the control law derived in section III alleviated this problem. The effects of underestimating range were also validated. We present an instance similar to simulation in which the target was first detected to the right and below the quad rotor. The range used was set to 2m and the optic flow from $v_z$ was ignored. This is a difficult but realistic case, as we can no longer estimate the optic flow produced by the forward velocity and are not relying on range. The quad was allowed to fly toward the target at approximately 0.25ms$^{-1}$ with heading around 0 degrees. When 4.5m away from the target, the visual control was activated. Figure 9 shows the trajectory of the quad and figure 10 shows the image feature error, control and orientation of the platform.

Notice the feature error follows a similar pattern to figure 7 but the quad velocity has caused the stopping criteria to be met before the azimuth error has time to converge to zero. Having not accounted for optic flow from forward velocity, a smooth trajectory was still achieved but forced the controller to issue weaker $z$ velocity commands and stronger $\omega_{\phi}$ commands. The azimuth angle has gone past the desired position before attempting to settle with a positive offset error. From a collision avoidance standpoint this is not a problem as the more aggressive initial $\omega_{\phi}$ control corresponds to an attempt to follow a larger spiral and thus allowed for an increased lateral separation at a faster rate.

We notice a singularity occurs in the control if the target appears directly above or below the camera. Operating away

---

**Fig. 8. Quadrotor Control Architecture**

**Fig. 9. Position & range to target. The black marker shows the target position. The solid red lines bound the region in which a collision will occur. The blue and red square markers show the instant at which the stopping criteria for $z$ velocity and heading were met respectively.**

**Fig. 10. Feature error, control & orientation for desired azimuth 25° and colatitude 80°. The black dashed lines show a 3 degree error margin.**
from this point, the effects were not observed during the large number of flight trials undertaken but need to be addressed.

VI. CONCLUSIONS

A method for reactive collision avoidance using single point targets based on conical spirals and spherical IBVS was presented. The approach can be adapted to other types of UAS and does not require an accurate estimate of range to avoid collision. Experimental results for a quad rotor platform were shown, providing some practical research on the Sense and Avoid problem under realistic problem constraints. This work is also believed to be the first practical implementation of a spherical image-based visual servoing scheme derived in [18].

Provided the Vicon is removed from the control loop, we could exploit the results in future work to estimate a probability of collision using the approach. This metric is often used to verify performance of deployable collision avoidance systems. Further work also includes analysis of the different control laws that would be derived by re-orientating the camera axis with respect to the body frame and selecting different degrees of freedom to control. As such, a switched control scheme may be useful in order to ensure avoidance of any unstable regions on the sphere. Another approach may be to apply a control law that does not require defining a constant desired feature but instead moves the target around the sphere in such a way that any potential singularity problems are always avoided and a safe region of the sphere is reached.
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