Abstract—The quick detection of an abrupt unknown change in the conditional distribution of a dependent stochastic process has numerous applications. In this paper, we pose a minimax robust quickest change detection problem for cases where there is uncertainty about the post-change conditional distribution. Our minimax robust formulation is based on the popular Lorden criteria of optimal quickest change detection. Under a condition on the set of possible post-change distributions, we show that the widely known cumulative sum (CUSUM) rule is asymptotically minimax robust under our Lorden minimax robust formulation as a false alarm constraint becomes more strict. We also establish general asymptotic bounds on the detection delay of misspecified CUSUM rules (i.e. CUSUM rules that are designed with post-change distributions that differ from those of the observed sequence). We exploit these bounds to compare the delay performance of asymptotically minimax robust, asymptotically optimal, and other misspecified CUSUM rules. In simulation examples, we illustrate that asymptotically minimax robust CUSUM rules can provide better detection delay performance at greatly reduced computation effort compared to competing generalised likelihood ratio procedures.

I. INTRODUCTION

Quickly detecting an abrupt unknown change in the distribution of a dependent stochastic process on the basis of sequential observations is important in many applications including manoeuvring target tracking [1]–[4], anomaly detection [2] and fault detection [5]. However, the theory of quickest change detection has only recently been extended beyond simple models where the observations before and after the unknown change-time are independent and identically distributed (i.i.d.) with known distributions [6]–[8]. Motivated by the practical importance of detecting an unknown change in a dependent stochastic process, this paper investigates minimax robust quickest change detection for general dependent processes when the post-change distribution is uncertain.

In its standard formulation, quickest change detection is a dynamic hypothesis test between a null hypothesis that a change has not yet occurred (the no-change hypothesis), and an alternative hypothesis that a change has occurred at some (unknown) previous time (the change hypothesis). Typically, performance criteria for quickest change detection consist of a measure of the detection delay (e.g. the time between when a change occurs and when the no-change hypothesis is rejected) and a constraint on the false alarm rate (e.g. the time before the no-change hypothesis is incorrectly rejected). One of the most well known formulations of the quickest change detection problem is the Lorden criterion [9] (others being the Pollak and Bayesian criteria [10]).

In the case of i.i.d. observations with known pre-change and post-change distributions, the well known cumulative sum (CUSUM) procedure was shown to be optimal under the Lorden criterion in [11]. However, there appear to be few Lorden optimality results for cases where the post-change distribution is unknown [8], [10]. Notably, only limited progress has been made in establishing the properties of the popular generalised likelihood ratio (GLR) procedure under the Lorden criterion when the post-change distribution is unknown (c.f. [6] and [7]).

Recently in the i.i.d. case, several authors have proposed minimax robust quickest change detection formulations of the Lorden criterion for detecting a change when the pre-change and post-change distributions are unknown [10], [12], [13]. These i.i.d. process Lorden minimax robust formulations seek to guarantee minimum levels of detection delay performance over uncertainty sets of possible pre-change and post-change distributions. Under the assumption of i.i.d. observations and an assumption that the uncertainty sets satisfy a stochastic boundedness condition, CUSUM was shown to be minimax robust under the Lorden minimax robust criterion [13]. The results of [13] suggest that minimax robust CUSUM rules may perform better in practice than GLR rules (partly because GLR rules are known to be computationally expensive since they are based on maximum likelihood parameter estimation [2], [6], [7]). However, the required stochastic boundedness conditions appear difficult to generalise to dependent stochastic processes.

In the dependent processes case, most previous quickest change detection work is limited to when the pre-change and post-change distributions are known [6], [14], [15]. Furthermore, the optimality of CUSUM under the Lorden criterion has only been established in an asymptotic sense as a constraint on the false alarm rate is tightened [6]. Motivated by the limited existing results for detecting a change in
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a dependent process when the post-change distribution is unknown, in this paper we pose a Lorden minimax robust quickest change detection problem and exploit the existing asymptotic optimality results of [6] to establish the robustness properties of CUSUM rules for general dependent processes.

The main contribution of this paper is the formulation and investigation of a Lorden minimax robust quickest change detection problem for dependent processes when the post-change distribution is unknown (the pre-change distribution is assumed to be known). Importantly, under a condition on the uncertainty set of possible post-change distributions, we establish that the popular CUSUM stopping rule asymptotically solves our Lorden minimax robust quickest change detection problem. In the i.i.d. case, our condition on the uncertainty set is a relaxation of the joint stochastic boundedness condition of [13], and hence our results also provide insight into Lorden minimax robust quickest detection when the observations are i.i.d. and the uncertainty set is not known to obey the conditions of [13]. A secondary contribution of this paper is the derivation of new bounds on the Lorden delay costs of asymptotically minimax robust CUSUM stopping rules (and more generally, rules that have been designed with a misspecified post-change distributions, i.e. misspecified rules). Finally, our simulation examples suggest that asymptotically minimax robust rules may perform better in practice than competing adaptive quickest change detection procedures that are more computationally expensive (such as GLR procedures).

This paper is organised as follows: In Section II we propose our Lorden minimax robust quickest change detection problem. In Section III we establish our delay bounds for misspecified CUSUM rules before exploiting them to develop our asymptotic Lorden minimax robust results in Section IV. In Section V we present illustrative examples and simulations to demonstrate the utility of our results. Some conclusions are given in Section VI.

II. PROBLEM FORMULATION

Let \( Y_k \in \mathbb{R}^n \) for \( k \geq 1 \) be a sequence of (possibly dependent) random variables. We will assume that the process \( Y_k \) has an unknown (possibly random) change-time \( \lambda \geq 1 \) in the sense that the conditional probability of \( Y_k \) given \( Y_{[1,k-1]} \triangleq \{Y_1, Y_2, \ldots, Y_{k-1}\} \) is described by the pre-change conditional probability distribution \( \mu \in S_\mu \) for \( k < \lambda \), and by the post-change conditional probability distribution \( \nu \in S_\nu \) for \( k \geq \lambda \). Here, we use \( S_\mu \) and \( S_\nu \) to denote the sets of pre-change and post-change conditional probability distributions, and \( S \triangleq S_\mu \cup S_\nu \) to denote the set of all conditional probability distributions on \( \mathbb{R}^n \). We will assume the existence of a probability space \( (\Omega, \mathcal{F}, P_{\lambda}^{\mu,\nu}) \) where \( \Omega \) is a sample space of all infinite sequences \( Y_{[1,\infty]} \), \( \mathcal{F} \) is a \( \sigma \)-algebra of events, and where \( P_{\lambda}^{\mu,\nu} \) is a probability measure associated with \( Y_k \) that is constructed by extending the finite-dimensional probability distributions implied by \( \lambda, \mu \) and \( \nu \) using Kolmogorov’s extension theorem (see [16] for details of probability space construction). In the following, we will denote the expectation under \( P_{\lambda}^{\mu,\nu} \) as \( E_{\lambda}^{\mu,\nu} \{ \cdot \} \), and use \( P_\infty^{\mu} \) and \( E_\infty^{\mu} \{ \cdot \} \) to denote the probability measure and expectation corresponding to a process with no change. We will let \( F_k \triangleq \sigma \{Y_{[1,k]}\} \) denote the filtration generated by \( Y_k \).

In the quickest change detection problem, we observe \( Y_k \) sequentially with the aim of detecting the change (i.e. rejecting the hypothesis that a change has not occurred and stopping our observation of \( Y_k \)) as soon as possible after the change-time \( \lambda \) whilst avoiding false alarms. A quickest change detection procedure is therefore characterised by a stopping time \( T \in S_T \) where \( S_T \) denotes the set of stopping times with respect to \( F_k \).

Before we pose our Lorden minimax robust quickest change detection problem, we will first review the Lorden criteria for optimal quickest change detection.

A. Standard Lorden Optimal Formulation

In the standard Lorden formulation of optimal quickest change detection, the change-time \( \lambda \geq 1 \) is considered a deterministic unknown quantity. To introduce the Lorden formulation, we will define the false alarm rate of a stopping rule \( T \in S_T \) under pre-change distribution \( \mu \) as

\[
f_{\mathcal{R}}(T) \triangleq \frac{1}{E_\infty^{\mu}[T]}.
\]

We will denote the set of stopping times \( T \in S_T \) satisfy \( f_{\mathcal{R}}(T) \leq \alpha \) for a given constraint \( 0 < \alpha < \infty \) as \( S_{\mathcal{R}}(\alpha) \).

Under the Lorden formulation, the worst case detection delay \( D_{\mathcal{L}}(T,\mu,\nu) \) of the stopping time \( T \in S_T \) for a pre-change distribution \( \mu \) and a post-change distribution \( \nu \) is defined as

\[
D_{\mathcal{L}}(T,\mu,\nu) \triangleq \sup_{\lambda \geq 1} \mathcal{E}_{\lambda}^{\mu,\nu} \left\{ \sup_{x} \mathbb{E}_{\lambda}^{\mu,\nu} \left[ (T - \lambda + 1)^{x} \bigg| \mathcal{F}_{\lambda-1} \right] \right\}.
\]

where \( x^+ \triangleq \max\{x,0\} \). Lorden’s formulation of quickest change detection is then the optimisation problem [9]

\[
\inf_{T \in S_{\mathcal{R}}(\alpha)} D_{\mathcal{L}}(T,\mu,\nu).
\]

B. Proposed Lorden Minimax Robust Formulation

Under the standard Lorden formulation of optimal quickest change detection, the conditional distributions \( \mu \) and \( \nu \) that specify the performance criteria are also assumed to describe the statistics of the sequence \( Y_k \) [10]. However, in many problems of importance the true post-change conditional distribution \( \nu^* \in S_\nu \) that describes the sequence \( Y_k \) may be unknown, making it difficult to specify and solve the optimal Lorden quickest detection problem. In this paper, we will assume that the true post-change conditional distribution \( \nu^* \in S_\nu \) is unknown but belongs to the (known) uncertainty set \( Q_1 \subset S_\nu \) (we assume that \( \mu \not\in Q_1 \)). We will consider the Lorden minimax robust problem,

\[
\inf_{T \in S_{\mathcal{R}}(\alpha)} \sup_{\nu \in Q_1} D_{\mathcal{L}}(T,\mu,\nu),
\]

where we will seek to find detection procedures that minimise the worst case delay amongst all possible post-change \( \nu \in Q_1 \) distributions.
In many applications, even minimax robust quickest change detection problems may be difficult to specify and solve (e.g. the uncertainty set $Q_1$ may be unknown). A (potentially naive) approach when minimax robust quickest change detection is difficult is to apply a misspecified detection procedure that is designed to have optimal properties under the misspecified conditional distribution $\tilde{\nu}$ that differs from the true distribution $\nu^*$ of the observed sequence $Y_k$. In this paper, we will prove a general asymptotic bound on the misspecified detection delay performance of the popular cumulative sum (CUSUM) procedure which we introduce next.

III. MISSPECIFIED LORDEN QUICKEST CHANGE DETECTION

In this section, we consider the misspecified detection performance of the widely known cumulative sum (CUSUM) quickest detection procedure with stopping time [6]

$$T_C(\mu, \nu) \triangleq \inf \left\{ k \geq 1 : \max_{1 \leq n \leq k} Z^k_n(\mu, \nu) \geq h_C \right\} \quad (3)$$

where

$$Z^k_n(\mu, \nu) \triangleq \sum_{i=n}^{k} \log \frac{p^\nu(Y_k | Y_{1,k-1})}{p^\mu(Y_k | Y_{1,k-1})}$$

for all $1 \leq n \leq k$. Our results are developed under generalised versions of two key assumptions on the convergence of the log-likelihood ratio $Z^k_n(\mu, \nu)$ that were first proposed in [6]. To present our assumptions, let us introduce the non-negative function $K(\cdot | \cdot) : S \times S \mapsto [0, \infty)$ that is suitable for the following assumptions:

**Assumption 1:** Given $\mu \in S_\mu$ and $\nu \in S_\nu$,

$$\lim_{k \to \infty} \text{ess sup}_{1 \leq \lambda \leq k} D^{\mu,\nu}_\lambda \left( \max_{1 \leq k \leq \lambda} Z^{\lambda+1}_n(\mu, \nu) \right) \geq k (1 + \delta) K(\nu \| \mu) Y_{1,\lambda-1} = 0$$

for any $\delta > 0$.

**Assumption 2:** Given $\mu \in S_\mu$ and $\nu, \tilde{\nu} \in S_\nu$,

$$\lim_{k \to \infty} \text{ess sup}_{1 \leq \lambda \leq n} D^{\mu,\nu}_\lambda \left( \frac{1}{k} Z^{n+k-1}_n(\mu, \tilde{\nu}) \right) \leq K(\nu \| \mu) - K(\nu \| \tilde{\nu}) - \delta Y_{1,n-1} = 0$$

for any $\delta > 0$, and for all $n \geq 1$.

**Remark 3.1:** We note that $K(\nu \| \mu)$ can be regarded as a Kullback-Leibler information number between the joint distributions associated with $\nu$ and $\mu$. Examples of the Kullback-Leibler information number include the Kullback-Leibler divergence (or relative entropy) in the i.i.d. case, and the Kullback-Leibler divergence rate (or relative entropy rate) in case of uniformly recurrent Markov chains (see [6]).

We will now establish the detection delay of the CUSUM procedure (3) designed with a (possibly misspecified) post-change conditional distribution $\tilde{\nu} \in S_\nu$.

**Lemma 3.1:** Consider $\mu \in S_\mu$ and $\nu, \tilde{\nu} \in S_\nu$ such that Assumption 2 holds and $K(\nu \| \mu) > K(\nu \| \tilde{\nu})$. Then, the misspecified CUSUM rule $T_C(\mu, \tilde{\nu})$ given by (3) satisfies

$$D_L(T_C(\mu, \tilde{\nu}) | \mu, \nu) \leq (1 + o(1)) \frac{h_C}{K(\nu \| \mu) - K(\nu \| \tilde{\nu})}$$

as $h_C \to \infty$ where $o(1) \to 0$ as $h_C \to \infty$.

**Proof:** Please see appendix.

Clearly, the asymptotic upper bound on the delay of the misspecified CUSUM rule established in Lemma 3.1 is only reasonable when the misspecified distribution $\tilde{\nu}$ satisfies $K(\nu \| \mu) > K(\nu \| \tilde{\nu})$. We highlight that when the misspecified distribution $\tilde{\nu}$ violates this condition (i.e. when $K(\nu \| \mu) \leq K(\nu \| \tilde{\nu})$), the misspecified CUSUM rule $T_C(\mu, \tilde{\nu})$ may be better suited for detecting a change from $\nu$ to $\mu$ than from $\nu$ to $\tilde{\nu}$.

We will next quantify the poor performance of the misspecified CUSUM rule with a conflicted misspecified distribution is only reasonable when the misspecified distribution $\tilde{\nu}$ may be unknown). A (potentially naive) approach when minimax robust quickest change detection problems may be difficult to specify and solve (e.g. the uncertainty set $Q_1$ may be unknown).

**Definition 3.1 (Conflicted Misspecified Distribution):**

Given $\mu \in S_\mu$ and $\nu, \tilde{\nu} \in S_\nu$, we will call $\tilde{\nu}$ a conflicted misspecified distribution if

$$K(\nu \| \mu) - K(\nu \| \tilde{\nu}) = E^{\nu,\tilde{\nu}}_1 \left[ \log \frac{p^\nu(Y_k | Y_{1,k-1})}{p^\nu(Y_k | Y_{1,k-1})} \right]$$

for all $k \geq 1$, and

$$\text{ess sup} E^{\nu,\tilde{\nu}}_1 \left[ \log \frac{p^\nu(Y_k | Y_{1,k-1})}{p^\nu(Y_k | Y_{1,k-1})} \right] \leq 1$$

for all $k \geq 1$.

The following lemma establishes that conflicted misspecified distributions violate the condition $K(\nu \| \mu) > K(\nu \| \tilde{\nu})$ of Lemma 3.1, and that the detection delay of a misspecified CUSUM rule with a conflicted misspecified distribution is lower bounded by an exponential.

**Lemma 3.2:** Consider $\mu \in S_\mu$ and $\nu, \tilde{\nu} \in S_\nu$ and suppose that $\tilde{\nu}$ is a conflicted misspecified distribution in the sense of Definition 3.1. Then $K(\nu \| \mu) \leq K(\nu \| \tilde{\nu})$, and the misspecified CUSUM rule $T_C(\mu, \tilde{\nu})$ satisfies

$$D_L(T_C(\mu, \tilde{\nu}) | \mu, \nu) \geq e^{h_C} - 1.$$

**Proof:** Please see appendix.

**Remark 3.2:** We highlight that Lemma 3.2 implies that a misspecified CUSUM rule $T_C(\mu, \tilde{\nu})$ designed with a conflicted misspecified distribution $\tilde{\nu}$ (in the sense of Definition 3.1), may have a detection delay $D_L(T_C(\mu, \tilde{\nu}) | \mu, \nu)$ that is longer than its mean time to false alarm $E^{\nu}_\infty \left[ T_C(\mu, \tilde{\nu}) \right]$ (since [6, Theorem 4] gives that $E^{\nu}_\infty \left[ T_C(\mu, \tilde{\nu}) \right] \geq e^{h_C}$).

We are now in a position to investigate our Lorden minimax robust quickest change detection problem.
IV. ASYMPTOTICALLY MINIMAX ROBUST LORDEN QUICKEST CHANGE DETECTION

In this section, we will investigate the asymptotic solution of our Lorden minimax robust quickest change detection problem. In order to establish that an asymptotic solution to our Lorden minimax robust quickest change detection problem exists, we will require the following uncertainty set concept related to the Pythagorean property of relative entropy (c.f. [17, Theorem 1]).

**Definition 4.1 (νL-Pythagorean):** Given μ ∈ Sμ, we will say that the set Q1 ⊆ Sν is νL-Pythagorean if there exists some post-change conditional distribution νL ∈ Q1 such that

\[ K(ν ∥ μ) ≥ K(ν ∥ νL) + K(νL ∥ μ) \]  

(6)

for all ν ∈ Q1.

**Remark 4.1:** Whilst we acknowledge that determining if Q1 is νL-Pythagorean is non-trivial in general (since it depends on the form of K(· ∥ ·) and hence on the classes of processes involved), when the observations Yℓ are i.i.d. before and after the change-time, several useful uncertainty sets are already known to be νL-Pythagorean since if Q1 is joint stochastically bounded by νL in the sense of [13, Definition 1], it is also νL-Pythagorean.

**Remark 4.2:** We note that when Q1 is νL-Pythagorean, νL satisfies

\[ K(νL ∥ μ) = \inf_{ν ∈ Q1} K(ν ∥ μ). \]

(7)

Thus a useful (sufficient) method for testing if Q1 is νL-Pythagorean is to identify a νL ∈ Q1 satisfying (7), and to verify that

\[ \inf_{ν ∈ Q1} [K(ν ∥ μ) - K(ν ∥ νL)] ≥ K(νL ∥ μ). \]

(8)

The following theorem establishes that if the uncertainty set Q1 is νL-Pythagorean, the distribution νL is least favourable in the sense that the CUSUM rule TC(μ, νL) is an asymptotic solution to the Lorden minimax robust quickest change detection problem.

**Theorem 4.1:** Consider μ ∈ Sμ and some uncertainty set Q1 such that Q1 is νL-Pythagorean. Furthermore, suppose that Assumptions 1 and 2 hold for all ν ∈ Q1 with ν = νL. Then the post-change distribution νL and the CUSUM rule TC(μ, νL) with threshold hC ∼ |log α| specify an asymptotic saddle point of the Lorden minimax robust change detection problem in the sense that

\[ \inf_{T ∈ S_{h(α)}} D_L(T, μ, νL) \sim D_L(TC(μ, νL), μ, νL) \]

\[ \sim \sup_{ν ∈ Q1} D_L(TC(μ, νL), μ, ν) \]  

(9)

as α → 0. Moreover, the CUSUM rule TC(μ, νL) with hC ∼ |log α| is asymptotically minimax robust in the sense that

\[ \inf_{T ∈ S_{h(α)}} \sup_{ν ∈ Q1} D_L(T, μ, ν) \sim D_L(TC(μ, νL), μ, νL) \]

as α → 0.

**Proof:** The first asymptotic equality of the Lorden saddle point (9) follows from the asymptotic optimality of the CUSUM rule TC(μ, νL) with hC ∼ |log α| as established in [6, Theorem 1] and [6, Theorem 3] under Assumptions 1 and 2, respectively.

To prove the second asymptotic equality of the Lorden saddle point (9) we note that the definition of νL in (6) implies that K(ν ∥ νL) < K(ν ∥ μ) for all ν ∈ Q1. Hence, under Assumption 2, Lemma 3.1 gives that for all ν ∈ Q1,

\[ D_L(TC(μ, νL), μ, ν) \leq (1 + o(1)) \frac{|log α|}{K(ν ∥ μ) - K(ν ∥ νL)} \]

\[ \leq (1 + o(1)) \frac{|log α|}{K(νL ∥ μ)} = D_L(TC(μ, νL), μ, νL) \]  

(10)

as α → 0 where the second line follows from the definition of νL and the third line follows from the asymptotic optimality of CUSUM established in [6, Theorem 3]. The second asymptotic equality of (9) follows since (10) holds for all ν ∈ Q1 and since νL ∈ Q1. The point (TC(μ, νL), νL) therefore specifies the asymptotic saddle point (9). The existence of the asymptotic saddle point (9) is sufficient to imply that TC(μ, νL) is asymptotically Lorden minimax robust (c.f. [18, Proposition 3.4.2]) completing the proof.

Before we illustrate the performance of the asymptotically minimax robust CUSUM rule TC(μ, νL) in simulations, we will characterise the asymptotic cost of robustness by considering the the ratio of the detection delay of the asymptotically minimax robust CUSUM rule TC(μ, νL) to the detection delay of the asymptotically optimal CUSUM rule TC(μ, ν*).

**Theorem 4.2:** Consider μ ∈ Sμ and some uncertainty set Q1 such that Q1 is νL-Pythagorean. Furthermore, suppose that Assumptions 1 and 2 hold for ν* ∈ Q1 with ν = ν* and ν = νL. Then the CUSUM stopping rules TC(μ, νL) and TC(μ, ν*) with hC ∼ |log α| satisfy

\[ \frac{D_L(TC(μ, νL), μ, ν*)}{D_L(TC(μ, ν*), μ, ν*)} \leq \frac{K(ν* ∥ μ)}{K(νL ∥ μ)} \]

as α → 0.

**Proof:** The theorem result follows by dividing the upper bound established in Lemma 3.1 under Assumption 2 by the asymptotically lower bound

\[ D_L(TC(μ, ν*), μ, ν*) \geq (1 + o(1)) \frac{|log α|}{K(ν* ∥ μ)} \]

established in [6, Theorem 1] (also [6, Theorem 3]) for the asymptotically optimal stopping rule TC(μ, ν*) with hC ∼ |log α| under Assumption 1.

V. EXAMPLES AND SIMULATION RESULTS

In this section, we will illustrate and examine the performance of our asymptotically minimax robust CUSUM rules in two simulation examples. In our first example, we will consider an i.i.d. process case analogous to the problem of detecting a change in the residuals generated by an observer or filter (a ubiquitous problem in the applications of fault detection
\[ T_G = \inf \left\{ k \geq 1 : \max_{k-w<n<k-1} \sup_{\nu \in \mathcal{S}_w} Z_n^k(\mu, \nu) \geq h_G \right\} \] (11)

where \( h_G \) is chosen so that \( f_R(T_G, \mu) \leq \alpha \), and \( w \geq 1 \) is a window length used to trade-off performance for computational effort. In order to provide a bound on achievable detection performance, we also simulated CUSUM rules \( T_C(\mu, \nu^*) \) that had ideal knowledge of the post-change distributions \( \nu^* \). We highlight that in contrast to the GLR rule \( T_G \), in our examples, all CUSUM rules have efficient recursive implementations since the CUSUM test statistic \( S_k = \max_{1 \leq n \leq k} Z_n^k(\mu, \nu) \) is given by \( S_k = S_{k-1}^+ + Z_n^k(\mu, \nu) \) with \( S_0 = 0 \).

### A. i.i.d. Process Example

In this example, we will suppose that the observations \( Y_k \) for \( 1 \leq k < \lambda \) are i.i.d. with known pre-change distribution \( \mu = \mathcal{N}(0, 1) \), and the observations \( Y_k \) for \( \lambda \leq k \) are i.i.d. with unknown (possibly non-Gaussian) post-change distribution \( \nu^* \in \mathcal{Q}_1 \). Here, \( \mathcal{N}(x, \sigma^2) \) denotes the Gaussian distribution with mean \( x \) and variance \( \sigma^2 \). To define our uncertainty set \( \mathcal{Q}_1 \), let us introduce the nominal post-change distribution \( \nu_N = \mathcal{N}(1, 1) \). We will assume that the unknown post-change distribution \( \nu^* \) resides within the relative entropy uncertainty set \( \mathcal{Q}_1 = \{ \nu \in \mathcal{S}_C^+ : \mathcal{K}(\nu || \nu_N) \leq \Delta \} \) for \( \Delta = 0.46 \) where \( \mathcal{K}(\nu || \mu) = \int_{-\infty}^{\infty} p^\nu(y) \log \frac{p^\nu(y)}{p^\mu(y)} dy \). We note that Assumptions 1 and 2 hold for any \( \nu \in \mathcal{Q}_1 \) by the weak law of large numbers (see [16]).

We highlight that uncertainty sets defined by relative entropy constraints appear new in the problem of quickest change detection. In order to establish that \( \mathcal{Q}_1 \) is \( \nu_L \)-Pythagorean we proceed along the lines of Remark 4.2 and solve (7). Following [19, pp. 251] and applying Lagrange multiplier techniques, we have that the density \( p^\nu(y) \) associated with the distribution \( \nu_L \) solving (7) is given by

\[ p^L(y) = \left( \frac{\delta\left(\frac{p^N(y)}{p^\mu(y)}\right)^{1-\delta}}{\int_{-\infty}^{\infty} \left(\frac{q^0(y)}{p^\mu(y)}\right)^{1-\delta} dy} \right) q^0(y) \] (12)

where \( q^0(y) \) and \( p^N(y) \) are the densities associated with the pre-change \( \mu \) and nominal \( \nu_N \) distributions respectively, and \( 0 \leq \delta \leq 1 \) is a scalar constant such that

\[ \mathcal{K}(\nu_L || \nu_N) = \Delta. \] (13)

Substitution of Gaussian densities into (12) combined with algebraic manipulations give us that \( \nu_L = \mathcal{N}(1 - \delta, 1) \), and we solve (13) for \( \delta = \sqrt{2\Delta} = 0.96 \) by using the closed form expression for the relative entropy between Gaussians. Thus, \( \nu_L = \mathcal{N}(0.04, 1) \) solves (7). Importantly, because \( \mathcal{Q}_1 \) is a convex set of probability measures (since \( \mathcal{K}(\cdot || \cdot) \) is a convex function of the probability measures) applying the Pythagorean identity of relative entropy on convex sets (c.f. [17, Theorem 1] and [17, Remark 1]) we have that \( \mathcal{Q}_1 \) is \( \nu_L \)-Pythagorean.

To illustrate performance over a range of distributions in \( \mathcal{Q}_1 \), we simulated the asymptotically minimax robust CUSUM rule \( T_C(\mu, \nu_L) \), the nominal CUSUM rule \( T_C(\mu, \nu_N) \), and the GLR rule \( T_G \) for true post-change distributions \( \nu^* = \mathcal{N}(x, 0.81) \) with \( x \in [0, 1] \). We followed [7] and selected window lengths of \( w \geq |\log \alpha|/\mathcal{K}(\nu^* || \mu) \) with \( \alpha = 0.0001 \). Figure 1 shows the detection delays \( D_L(T, \mu, \nu^*) \) versus the true post-change mean for a fixed false alarm rate of \( \alpha = 0.008 \). We note that the difference in performance between rules appears to decrease as the true mean approaches \( x = 1 \). However, the GLR rule performs poorly across the range of true post-change means, particularly at \( x = 0.1 \) (where the asymptotically robust CUSUM rule outperforms the GLR and nominal CUSUM rules). As expected, the nominal CUSUM rule performs better than the asymptotically robust CUSUM (and GLR) rule when the mean of the true post-change distribution approaches the mean of the nominal distribution \( \nu_N \) (i.e. \( x = 1 \)). Nevertheless, Figure 1 suggests that even at this modest false alarm rate, the worst delay of the asymptotically minimax robust CUSUM rule in this subset of \( \mathcal{Q}_1 \) is less than the worst delay of the nominal CUSUM and GLR rules.

The Lorden detection delays \( D_L(T, \mu, \nu^*) \) for a fixed post-change distribution \( \nu^* = \mathcal{N}(0.1, 0.81) \) are plotted against...
the false alarm rate constraint in Figure 2. Figure 2 suggests that the delay of each rule increases at a different rate as \( \alpha \to 0 \). Indeed, for this particular true post-change distribution \( \nu^* \), the nominal distribution \( \nu_N \) is a conflicted misspecified distribution in the sense of Definition 3.1 and so the delay of the nominal CUSUM rules \( T_C(\mu, \nu_N) \) is under bounded by the exponential in Lemma 3.2. This lower bound is also plotted in Figure 2. We also note that the delay of the GLR rule also appears to be exponentially under bound. In contrast, Theorem 4.2 gives that the delay of the asymptotically minimax robust CUSUM rule is asymptotically over bounded by a linear function of \( |\log \alpha| \) (since the delay of the optimal CUSUM rule is asymptotically linear).

### B. Markov Chain Example

In this example, we will suppose that \( Y_k \in S_Y \) for \( k \geq 1 \) is a Markov chain with state space \( S_Y = \{1, 2\} \), initial state distribution \( \psi_0 \in \mathbb{R}^2 \) where \( \psi_0^* = P(Y_1 = i) \), and one-step transition probability matrix \( A \in S \) where

\[
A^{ij} = P(Y_k = i | Y_{k-1} = j) \quad \text{for} \quad 1 \leq i, j \leq 2.
\]

Here, (in a slight abuse of notation) we define \( S \subset \mathbb{R}^{2 \times 2} \) as the set of matrices \( A \) that satisfy \( A^{ij} > 0 \) and \( \sum_{i=1}^{2} A^{ij} = 1 \) for all \( 1 \leq i, j \leq 2 \). We will suppose that the transition matrix \( A \in S \) associated with the Markov chain \( Y_k \) changes at time \( k = \lambda \) in the sense that \( A = A_\mu \) for \( 0 \leq k < \lambda \) and \( A = A_\nu \) for \( k \geq \lambda \) where \( A_\mu \) is some pre-change transition matrix, and \( A_\nu \) is an unknown transition matrix from the uncertainty set \( Q_1 \subset S \). We highlight that strict positivity of \( A \) is sufficient for \( Y_k \) to be aperiodic and irreducible under \( P_\mu \) and \( P_\nu \) for all \( A_\mu \) and \( A_\nu \). Hence, (similar to [6, Section IV]), the strong convergence of \( k^{-1} Z_k^*(\mu, \nu) \) under \( P_\nu \) for irreducible, aperiodic and absolutely continuous Markov chains (c.f. [20, Corollary 2]) implies that Assumptions 1 and 2 hold with

\[
K(\nu \| \mu) = \sum_{i=1}^{2} \sum_{j=1}^{2} \psi_{\nu}^i A_{\nu}^{ij} \log \frac{A_{\nu}^{ij}}{A_\mu^{ij}}
\]

where \( \psi_{\nu}(\cdot) : S_Y \mapsto (0, 1) \) is the stationary distribution of the chain \( Y_k \) under \( F_1^\mu \).

For the purpose of this example, we will let the true (known) pre-change transition matrix \( A_\mu \), and the (known) nominal post-change transition matrix \( A_N \) be

\[
A_\mu = \begin{bmatrix} 0.6 & 0.3 \\ 0.4 & 0.7 \end{bmatrix}, \quad A_N = \begin{bmatrix} 0.8 & 0.5 \\ 0.2 & 0.5 \end{bmatrix},
\]

respectively. We will assume that the unknown post-change transition matrix \( A_\nu \) belongs to the uncertainty set \( Q_1 = \{ A \in S : A^{ij}_N - 0.1 \leq A^{ij}_\nu \leq A^{ij}_N + 0.1 \text{ for all } 1 \leq i, j \leq 2 \} \) centred on the nominal matrix \( A_N \). In light of Remark 4.2, we used the closed form expression (14) to numerically solve the optimisation problems (7) and (8) for the transition matrix

\[
A_L = \begin{bmatrix} 0.7 & 0.4 \\ 0.3 & 0.6 \end{bmatrix}
\]

associated with the distribution \( \nu_L \in Q_1 \) such that \( Q_1 = \nu_L \)-Pythagorean.

For the purpose of illustrating the performance of the asymptotic minimax robust, nominal and asymptotically optimal CUSUM rules, we simulated the rules over the set \( \{ A \in S : A^{11}_N \leq A^{11}_\nu \leq A^{11}_N + 0.8 \text{ and } A^{22}_N \leq A^{22}_\nu \leq A^{22}_N + 0.5 \} \) of possible post-change transition matrices (we omitted the GLR rules because of computational limitations). Figure 3 shows the Lorden delays for a false alarm rate of \( \alpha = 0.0005 \). As in our i.i.d. example, Figure 3 suggests that asymptotically optimal performance is recovered by the nominal CUSUM rule as the true transition matrix \( A_\mu \) approaches the nominal transition matrix \( A_N \) (i.e. as \( A_\mu^{11} \to 0.8 \)). As expected, the asymptotically minimax robust CUSUM rule \( T_C(\mu, \nu_L) \) has a shorter worst case detection delay than the nominal CUSUM rule \( T_C(\mu, \nu_N) \).

In order to investigate the effect of the false alarm constraint on the worst detection delay (\( A^{11}_N = 0.7 \)) of the asymptotically minimax robust, nominal and asymptotically optimal CUSUM rules, we plotted the Lorden delay against the log false alarm rate constraint \( |\log \alpha| \) in Figure 4. We also simulated and plotted the delays of a GLR rule given by (11) with a window length of \( w = 200 \). In our i.i.d. example, the delay performance of the GLR rule is poor (we believe this is partly because estimation of low probability transitions is difficult with a limited number of observations). The asymptotically minimax robust CUSUM rule therefore appears to offer improved worst case delay performance compared to the GLR and nominal CUSUM rules.

### VI. Conclusion

In this paper, we have posed a minimax robust quickest change detection problem based on the popular Lorden
formulation of optimal quickest change detection. Under a condition on the set of possible post-change distributions, we established that CUSUM rules are asymptotic solutions to the Lorden minimax robust problem for a general class of dependent stochastic processes. Finally, we established bounds on the detection delay of misspecified CUSUM rules, and we demonstrated in two simulation examples that asymptotically minimax robust CUSUM rules can provide better detection delay performance than competing GLR procedures.
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APPENDIX

Proof of Lemma 3.1

To prove the lemma result it suffices to show that for any $0 < \delta < 1$,

$$\text{ess sup} E^\mu_{\lambda} \left[ (T_C (\mu, \nu) - \lambda + 1)^+ \right] < \frac{1}{\delta}$$

as $h_C \to \infty$ for all $\lambda, t \geq 1$.

Let $k_c$ be the largest integer such that $0 < k_c < (1 - \delta)^{-1} (\mathcal{K} (\nu || \mu) - \mathcal{K} (\nu || \bar{\nu}))^{-1} h_C$, and let $A_j \in \mathcal{F}$ for $1 \leq j \leq t$ denote the event

$$Z_{\lambda + j + k_c - 1} < k_c (\mu, \bar{\nu}) < h_C.$$

Then from the CUSUM stopping rule (3), for any $\lambda, t \geq 1$ and $h_C > 0$ we have that

$$\text{ess sup} P^\mu_{\lambda} (T_C (\mu, \nu) - \lambda + 1 > tk_c | \mathcal{F}_{\lambda - 1})$$

$$\leq \text{ess sup} P^\mu_{\lambda} (A_j < h_C \text{ for all } 1 \leq j \leq t | \mathcal{F}_{\lambda - 1})$$

$$= \text{ess sup} E^\mu_{\lambda} [I \{A_1\} \ldots I \{A_t\}]$$

$$E^\mu_{\lambda} [I \{A_1\} \mathcal{F}_{\lambda + (1 - k_c) - 1}] \mathcal{F}_{\lambda + (2 - k_c) - 1} \ldots | \mathcal{F}_{\lambda - 1}]$$

where that last line follows by the tower property of conditional expectations and since $\bar{l} \{A_i\}$ is a measurable random variable with respect to $\mathcal{F}_{\lambda + (j - 1) - k_c}$ for all $i < j$. We now recall that Assumption 2 implies the convergence

$$\lim_{k \to \infty} \text{ess sup}_{1 \leq \lambda \leq t} P^\mu_{\lambda} \left( 1 \leq \lambda = \frac{1}{k} Z_{t + k}^\mu \leq \frac{1}{k} Z_{t + k - 1}^\mu < \frac{1}{k} \mathcal{F}_{\lambda - 1} \right) = 0$$

for any $0 < \delta < 1$. From the definition of $k_c$, it follows that for sufficiently large $h_C$,

$$\sup_{1 \leq \lambda \leq t} \text{ess sup} P^\mu_{\lambda} \left( Z_{t + k}^\mu < \frac{1}{k} \mathcal{F}_{\lambda - 1} \right) < \delta$$

for any $0 < \delta < 1$. Applying (17) separately to each of the nested conditional probabilities in (16) we have that for any $0 < \delta < 1$,

$$\text{ess sup} P^\mu_{\lambda} (T_C (\mu, \nu) - \lambda + 1 > tk_c | \mathcal{F}_{\lambda - 1}) \leq \delta t$$

for sufficiently large $h_C$, all $\lambda \geq 1$ and all $t \geq 1$.

Recalling our interest in the expectation associated with these bounded probabilities, for large $h_C$, and any $\lambda \geq 1$ we have that

$$\text{ess sup} E^\mu_{\lambda} \left[ (T_C (\mu, \nu) - \lambda + 1)^+ | \mathcal{F}_{\lambda - 1} \right]$$

$$= \text{ess sup} \int_0^{\infty} P^\mu_{\lambda} \left( (T_C (\mu, \nu) - \lambda + 1)^+ > y | \mathcal{F}_{\lambda - 1} \right) dy$$

$$\leq k_c \sum_{t=0}^{\infty} \text{ess sup} P^\mu_{\lambda} \left( (T_C (\mu, \nu) - \lambda + 1)^+ > k_c t | \mathcal{F}_{\lambda - 1} \right)$$

$$\leq k_c \sum_{t=0}^{\infty} \delta t = k_c \frac{1}{1 - \delta}$$

Fig. 3. Markov Chain Example: Detection delays $D_L (T, \mu, \nu^*)$ against true post-change transition probabilities $A_{11} = x$ and $A_{22} = 0.5$. Maximum percentage standard error of 6.6% and 8.1% for the Lorden delay and false alarm rates, respectively.

Fig. 4. Markov Chain Example: Detection delays $D_L (T, \mu, \nu^*)$ against log false alarm rate constraint $| \log \alpha |$ for true post-change transition probabilities $A_{11} = 0.7$ and $A_{22} = 0.5$. Maximum percentage standard error of 6.6% and 8.1% for the Lorden delay and false alarm rates, respectively.
for any $0 < \delta < 1$ where the first inequality is an over bound of the integral by the sum of rectangles, and the second inequality follows from (18) by noting that $P(X^+ > x) \leq P(X > x)I\{x > 0\} + I\{x = 0\}$. Since the definition of $k_c$ implies that $k_c \sim (1-\delta)^{-1}(K(\nu | \mu) - K(\nu | \bar{\nu}))^{-1}h_C$, we have that (15) holds for any $0 < \delta < 1$ as $h_C \to \infty$ and the lemma result follows.

**Proof of Lemma 3.2**

We first note that $K(\nu, \mu) \leq K(\nu, \bar{\nu})$ follows from (5) since taking the logarithm after the expectation of (5) gives

$$0 \geq \log E_{\nu, \mu}^{\nu, \nu} \left[ \frac{p_\nu(Y_{k} \mid Y_{1,k-1})}{p_\mu(Y_{k} \mid Y_{1,k-1})} \right] = K(\nu, \mu) - K(\nu, \bar{\nu})$$

by Jensen’s inequality and (4).

We prove the second lemma result by noting that,

$$D_1(T_C(\mu, \nu), \mu, \nu) \geq E_{\nu, \mu}^{\nu, \nu} [T_C(\mu, \bar{\nu}) - 1]$$

since $D_\lambda(T_C(\mu, \nu) \geq 1) = 1$. We now follow an argument similar to the proof of [6, Theorem 3] to bound the expectation $E_{\nu, \mu}^{\nu, \nu} [T_C(\mu, \bar{\nu})]$.

Let us define the sequence of zero-crossing stopping rules

$$\tau_{\ell+1} \equiv \inf\{k \geq \tau_{\ell} + 1 : Z_{\tau_{\ell}+1}(\mu, \bar{\nu}) < 0\}$$

for $\ell \geq 0$ where $\tau_0 \equiv 0$ and we follow the convention that $\inf\emptyset = \infty$ for the null set $\emptyset$. Let us now define the threshold crossing stopping rule

$$\bar{T}_h \equiv \inf\{\ell \geq 1 : \tau_{\ell} < \infty\} \hbox{ and } Z_{\tau_{\ell}+1}(\mu, \bar{\nu}) \geq h_C \hbox{ for some } k \geq \tau_{\ell} + 1\}.$$

We now note that $\{\exp(Z_n^k(\mu, \bar{\nu}), \mathcal{F}_k, k \geq n\}$ is a non-negative supermartingale under $P_{\nu, \mu}^{\nu, \nu}$ by (5). Then on events $\{\tau_{\ell} < \infty\}$, the maximal inequality for nonnegative supermartingales (e.g. see [21, pp. 55]) gives

$$P_{1,\nu}^{\mu, \nu} \left( \max_{k \geq \tau_{\ell}} Z_{\tau_{\ell}+1}(\mu, \bar{\nu}) \geq h_C \mid \mathcal{F}_{\tau_{\ell}} \right) \leq e^{-h_C} P_{1,\nu}^{\mu, \nu} \left( \exp(Z_{\tau_{\ell}+1}(\mu, \bar{\nu}) \mid \mathcal{F}_{\tau_{\ell}}) \leq e^{-h_C} \right)$$

where we note that $\tau_{\ell}$ is $\mathcal{F}_{\tau_{\ell}}$-measurable and (5) gives that $E_{1,\nu}^{\mu, \nu} \left[ \exp(Z_{\tau_{\ell}+1}(\mu, \bar{\nu}) \mid \mathcal{F}_{\tau_{\ell}}) \right] \leq 1$. Hence,

$$P_{1,\nu}^{\mu, \nu}(\bar{T}_h > \ell) = E_{1,\nu}^{\mu, \nu}(P_{1,\nu}^{\mu, \nu}(\bar{T}_h \geq \ell + 1 \mid \mathcal{F}_{\tau_{\ell}}) I\{\bar{T}_h \geq \ell\}) \geq (1 - e^{-h_C})P_{1,\nu}^{\mu, \nu}(\bar{T}_h > \ell - 1)$$

and so

$$E_{1,\nu}^{\mu, \nu}(\bar{T}_h) \geq \sum_{\ell=1}^{\infty} P_{1,\nu}^{\mu, \nu}(\bar{T}_h > \ell) \geq \sum_{\ell=1}^{\infty} (1 - e^{-h_C})^\ell = e^{hC}.$$ 

The lemma result follows by noting that

$$T_C(\mu, \bar{\nu}) \equiv \inf\{k \geq 1 : Z_{\tau_{k}+1}(\mu, \bar{\nu}) \geq h_C \hbox{ for some } \tau_{k} < k\} \geq \bar{T}_h.$$