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NUMERICAL SIMULATION OF THE NONLINEAR FRACTIONAL
DYNAMICAL SYSTEMS WITH FRACTIONAL DAMPING FOR THE
EXTENSIBLE AND INEXTENSIBLE PENDULUM *

C. YINT, F. LIU* § AND V. ANH?

Abstract. In this paper we consider a class of nonlinear dynamical systems with fractional
damping. The problem is transferred into a system of fractional-order differential equations. A
computationally effective fractional predictor-corrector method is used to simulate and examine
the effects and solution behavior of the nonlinear dynamical systems with fractional damping for
extensible and inextensible pendulum. The corresponding error analysis is derived. Finally, some
numerical examples are given. This method and technique can be applied to solve other fractional-
order ordinary differential equations.

Key words. Nonlinear fractional differential equation, Predictor-Corrector method, error anal-
ysis, fractional derivative, the extensible and inextensible pendulum.

1. Introduction. Various fields of science and engineering deal with dynamical
systems that can be described by fractional differential equations (FDEs) involving
derivatives and integrals of non-integer order [9]. For example, we may cite sys-
tem biology [16], physics [8], chemistry and biochemistry [17], hydrology application
[6], fractional-order controllers [15], polymer rheology [12] and viscoelasticity [10].
Nonlinear dynamical systems with fractional damping also play an important role in
engineering, seismic wave attenuation and polymer rheology [12]. Viscoelastic mod-
els involving fractional derivatives instead of ordinary derivatives are a new research
issue. The most important aspect of the fractional derivatives is that it represent the
singularity of a hereditary viscous kernel, and responsible for qualitative differences
between singular and regular memory models. Several papers of fractional viscoelas-
ticity are based on analytic methods, which are applicable to linear models [1, 10, 11].

Fractional differential equations have attracted the attention of many researchers.
But analytic solutions of most FDEs are not usually given explicitly, in particular, for
nonlinear fractional differential equations.

In this paper we consider the generic nonlinear initial-value problem with frac-
tional damping;:

(1.1) au” + > b D% u+cu' + Y diDPu+ fu) = g(t),
k=1 =1
(1.2) u(0) = ug,u'(0) = uy

where ¢t € [0,T)], a, by, ¢, di, ug, uy are constants, 0 < G < 1, 1 < ag < 2, and
0< B <fBo< - <PBn<lLl<a <a < - <a, <2 g(t) is a continuous
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function, f(u) is Lipschitz-continuous with respect to u, D®wu and D" u denote the
Caputo fractional derivatives of order ay, f;:

t
1 u(m)(.,.) < 1
(1.3) Deu(t) = { Tm=a) Ofit—r)”l—m dr, 0sm-1<a<m,
dd;f,(f), m € N,

Wang [13] considered the (n,m) term fractional-order differential equation

n—1

T a(t) 4+ an_ D a(t) + ana(t) = u(t)

(1.4) Dwx(t) + a1 D

where n,m € N,n,m > 0,ax,(k = 1,2,---,n) are arbitrary constants, D is the
Caputo fractional derivative.
The equation (4) is equivalent to the system of equations

Dfxl(t) = (),
Dm o (t) = I3 (t),
(1.5) ) :
DTmn,l(t) = z,(t),
D, (t) = —a1xn(t) = — an—122(t) — apz1(t),
x(t) = z1(t).

Diethelm [2] considered the general form of fractional differential equations
(1.6) () = a, D x(t) + an_1 DP12(t) 4+ - - - + o DO a(t) + f(t)

Witha>ﬁn>ﬂn_1>"‘>ﬂ1 andafﬂn<1,/6jfﬁj_1<1,0<51<1.

Let M be the least common multiple of the denominators of 3,,08,_1, -, 01
written in the form >, n,m € N and let v = ﬁ and N = Ma. According to
Diethelm and Ford [2], the equation (6) is equivalent to a system similar to the
system (5). They discussed the existence and uniqueness of the solution, and proved
the convergence and stability of the numerical methods based on a nearly equivalent
system of fractional differential equations of order not exceeding (3,,. Seredynska [12]
also used this technique for a generic nonlinear initial-value problem with fractional
damping.

It is worth to point out that M is very large usually. It is well known that the
system is difficult to solve when the number of a state variables becomes too large. To
overcome this disadvantage, it is necessary to develop new techniques. We introduce
a technique to transfer the multi-term fractional-order equation (1) into an equivalent
system, which is the more general form (5). A numerical approximation is constructed
by a decoupled method, then the predictor-corrector method is used for solving the
fractional differential equation of a single order.

This paper is organized as follows. In Section 2, some basic ideas and lemmas
are introduced. In Section 3, numerical simulation is proposed. In Section 4, error
analysis is derived. Some numerical methods of simulating inextensible pendulum and
extensible pendulum are presented in Sections 5 and 6, respectively. Finally, some
numerical examples are given to evaluate the performance of the methods.

2. Basic ideas and lemmas. The basic analytical results on existence and
uniqueness of solutions to fractional differential equations are given in [9, 12].
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n

LEMMA 2.1. Let Y bt*~1/T'(a,), Z dit"=1/T(B,) € L}... Equation (1) has a
I=1

loc*
r=1

unique solution u € W .

Proof. See Theorem 1 in [12]. O

LEMMA 2.2. The differentiation operators D f(t) and D} f(t) satisfy the inter-
change rule:

D (D" f(t)) = D" (D f(t)) = D™ (1),

f(s)(O):O,s:n,n—|—1,~-~,m;(m:O,1,~-~;n—1<a<n).

Proof. See [9]. O

LEMMA 2.3. Let f € C*[0,T] for some T > 0 and some k € N, and let 3 ¢ N
such that 0 < 8 < k. Then, D f(0) = 0.

Proof. See [3]. 0O

Let u € C?[0,T] for some T > 0. Using Lemma 2 and Lemma 3, we have

DY ?(DPu) = D¢ u.

We can rewrite the generic nonlinear initial-value problem with fractional damping
(1),(2) in the form of a system of fractional-order differential equations:

DY ui(t) = DM ug () = ua(t),
ngum(t) _ Dtﬁmfﬁnklum(t) _ ’U,m+1(t)7

D:m+1um+1 (t) = Dtliﬁmuerl (t) = um+2(t),
(218 D™ a9 () = D o (t) = s (),

D™ g1 (8) = Dy g1 () = Unegnga(t),
m n
DZTn'+n+2um+n+2(t) =g(t) — flu) - Z dju+1 — Clmt2 — Z brtmtr+2,
=1 r=1
with initial conditions:
(2.2) u1(0) = u(()l) = Uug, Upmt2(0) = u(()m+2) = uy,u;(0) = ug) = 0.

Where 2 <i<m+n+1,i# m+ 2.

Using Lemmas 1, 2 and 3, we obtain the following theorem:

THEOREM 2.4. The generic nonlinear initial-value problem with fractional damp-
ing (1),(2) is equivalent to the system of equations (7) together with the initial condi-
tions (8).

Proof. Using Lemma 1, we know the equation (1) has a unique solution.

Let uy(t) = u(t), ua(t) = D) uy (t) = D uy(t) = D u(t),

us(t) = D*us(t) = D*~Pus(t) = D~ (D un (1) = D ult),
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w1 (t) = DY (8) = DY 77w (t) = D7),

’

Ot (1) = (1),

Um+2(t) = Dzm+lum+1(t) = Dtl

Um3(t) = D" Pt o (t) = D Humga(t) = D u(t),

Umtn2(t) = D?”*"“Ummu(t) = D?n_anilum+n+1(t) = D" u(t).

So equation (1) can be written as

D;n+n+zum+n+2(t) = D?_anum+n+2(t> =" (t)
m n
= g(t) - f(ul) - Z diug41 — Clmg2 — Z brUmtry2-
=1 r=1

It can be seen that 0 < ; < 1(1 <i<m+n+2).
Therefore, we obtain that the equation (1) is equivalent to the system of equations

(7).
Let u(0) = ug,u1(0) = u(()l) We have u(0) = u1(0). Thus

u1(0) = u(()l)v Um42(0) = U6n+2 = (0) = ug.
Using Lemma 3, we have

This completes the proof. O

3. Numerical simulation. In this section, a numerical technique for simulating
the generic nonlinear initial-value problem with fractional damping (1) and initial
conditions (2) is proposed.

Firstly, the generic nonlinear initial-value problem with fractional damping is
decoupled, which is equivalent to solving the following equations:

D} ui (t) = g1(t, 1),

DPus(t) = ga(t, uz),
(3.1) )
D37n+n+2um+n+2 (t) = Im+n+2 (t7 um+n+2)'

Secondly, we propose a computationally effective fractional predictor-corrector
method for solving the following nonlinear initial-value problem:

3.2 Z .
( ) ui(O):ug)’ (12172’...7m+n+2).

It is well known that the nonlinear initial-value problem (10) is equivalent to the
Volterra integral equation:

(3.3) ui(t) = Uo (t—7)"~ gl(T u; (7))]dr.

(=)
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We assume that we are working on a uniform grid ¢t; = jh,j = 0,1,---M,
T = Mh, u;(t;) = u;;. The issue of stability is very important when implement-
ing the method on a computer in finite-precision arithmetic because we must take
into account the effects introduced by rounding errors. It is known that the classical
Adams-Bashforth-Moulton method for first order ordinary differential equations is a
reasonable and practically useful compromise in the sense that its stability properties
allow for a safe application to mildly stiff equations without undue propagation of
rounding error, whereas the implementation does not require extremely time consum-
ing elements [5, 15]. Thus a fractional Adams-Bashforth method and a fractional
Adams-Moulton method are chosen as our predictor and corrector formulae. The
predictor is determined by the fractional Adams-Bashforth method [4, 15]:

k

(3.4) Ufkﬂ = Ugl) b}fk+1ui+1,j7
. hYi s s

(3.5) b1 = 7[(’6 +1=5)7 = (k—=34)"]

The corrector formula is determined by the fraction Adams-Moulton method [4,
15]:

k
1 . _
(3.6) wirr = ug + T(7;) Z“]’fkﬂ“iﬂd +al g Uk |
1 j:0
| Evitl (k I’Vz)(k‘i‘l) i ) j=0,
@7 o, =" (k= j+2)7H + (k= g)mt
PR (v + 1) —2(k —j + 1), S

Jj<k,
1 k+1.

)

We then obtain the following fractional predictor-corrector method for solving
the nonlinear initial-value problem (10).
Fractional predictor formulae:

E

(3.8) fkﬂ—“o p(i=1,2,---,;m+n+1),

k
u(()m+n+2) + - 1 Ym+4n+2 l[g(tj)

U/P
m+n+2,k+1 (’Ym+n+2)j_0 Jk+1l  a

(3.9) m "
= flurg) = X diwig1,j — Cume2,j — D brtimyri2,]

=1 r=1
Fractional corrector formulae:
k

Vi . . Yi P
L'(vi) Z @ ep1 Wit 1.5 T Oy Wikt |
K3 ]:0

(310) U k+1 = ué) +
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where i =1,2,--- m+n+1

k
+n+2 1 1
Uminpzpi = uf" T 4L a7 elo(t) - fwy)
m =
- > dii41,5 — Clm2,j — > brum+r+2,j]

r=1
+ vmiw)alﬁ,"ﬁlﬂg(tkﬂ) - f(“f,k-s-l)
n

(3.11)

-
o =

|
NIE

P P P
AUy 1 — Clyyyo g1 — 21 brum+r+2,k+1]~
=

Il
—

4. Error analysis. In this section we consider the error of our fractional predictor-

corrector method.
LEMMA 4.1. Let u € C[0,T). Then

trt1 k
(41 | / (tess — 0°Su(t)dt — 300 ult; Enu oo £,y B
0 7=0

Proof. See [4, 14]. O
LEMMA 4.2. Ifu € C?[0,T), then there is a constant Cj depending only on 3
such that

bt k+1
(42) | / (bor — )7 Mu(t)dt — Zaﬂm IS Co Ll oo tE,, - 12,
0

Proof. See [4, 14]. O
THEOREM 4.3. If D]" € C2[0,T), then

(4.3) max | u;(t;) — uq; |= O(h?)
0<j<M
1<i<n

h =1 i ;
where q + 1@1;171 Yi

Proof. See [15]. O
From the above Theorem, the corresponding error can be estimated.

5. The inextensible pendulum with fractional damping. In this section,
we propose a numerical simulation of the inextensible pendulum with fractional damp-
ing using the predictor-corrector method which has been described in Section 3. The
inextensible pendulum with fractional damping is defined by the equation of motion
(see [12]):

(5.1) ¢" + (g/L)sin ¢ + pr*D*¢ + A\r¢' + vrPDPp = 0,

(5.2) $(0) = ¢o;  ¢'(0) = ¢1

with the elastic energy:

(53) B(t) = H(6(1),6/(1)) = 3% + gL[1 — cos(9)]
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where 0 < t < T,0 < 3 < 1,1 < a < 2,D%,DP¢ are the Caputo fractional
derivatives.
Let ¢1(t) = ¢(t) then we obtain

1(t) = DY (t) = ¢al(t),
(t) = Dy P oa(t) = p3(t),
D2 s(t) = Dy~ g3(t) = du(t),
1(t) = D ¢a(t) = —(g/L)sin ¢y — pur®¢a — Ar3 — v70¢s,

with the following initial-value conditions:

(5:5) 61(0) = 6§ = 60,62(0) = 6 = 0,65(0) = & = 61, 64(0) = 6" = 0.

Using Theorem 1 we know that the inextensible pendulum with fractional damp-
ing (23) and (24) are equivalent to (26) and (27). The inextensible pendulum with frac-
tional damping can be solved by using a decoupled technique and fractional predictor-
corrector method.

Fractional predictor formulae:

(5.4)

k
(56) ¢fk+1 = 0 + I‘(a1 Z k+1¢’t+1 VE 1= (17273)7

(5'7@41;1%1 = + e Z Vit [—(g/L)singr j — purt%¢a; — Ards j — vl o ).

Fractional corrector formulae:

k
i 1 a -, .
(5.8) dir1 =05 + o) DA birns + A e P | (0= 1,2,3)
3 ]:0

k
4 « : o
Pakt1 = ¢E) ) + r((lm) Z a; 4;94_1[_(9/[*) sin ¢1,; — 7% ;5

= AThz; —vT ¢2,J] + F(a4)ak+1 k1[—(9/L)sin ¢f,k+1
- M7 ¢4,k+1 )‘T%,j - VT ¢2,k+1]

(5.9)

The elastic energy can be obtained by the following equation:

E(tr+1) = H(¢(t/k+1)7 ¢ (ths1))
(5.10) = ZL2[¢ (t)]* + gL[1l — cos(¢(tr+1))]
= 5L%[¢sk41)? + gL[1 — cos(P1 k41)]-

6. The extensible pendulum with fractional damping. In this section, we
propose numerical simulation for the extensible pendulum with fractional damping
using predictor-corrector method of Section 3.

The extensible pendulum is a mass m suspended on a string in a gravitational
field and allowed to move in a vertical plane. The spring is attached at the other end
and is assumed to satisfy the linear Hook’s law with the spring constant K. The rest
length of the string is L and its actual length, expressed in terms of elongation &,
equals the distance r = L(1 + &) of the bob from the suspension point.
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The equations of motion of a damped extensible elastic pendulum (see [12]) are:

(6.1)6" = — | Zsin(9) +26/¢'| /(1 +€) = (1°D"6 + Ar¢/ + w7’ D7) /(1 + €)%

62) € =L eos(6) + (1486 & — 7D — 7€’ —mrP D%,

where 7 is a positive constant with the dimension [T, while u, p1, A\, A1, v, 11 > 0 are
dimensionless. The initial conditions are assumed as

(6.3) ¢(0) =1; ¢'(0) =£(0) = £'(0) = 0.

The Hamiltonian is given by the formula:

64) H = Fl1+9%2 162 - (9/L)(1+8)cos(d) + (K/mL%)e/2
' 2[5/ (14 )% + p2] = (9/L)(1 + &) cos(9) + (K/mL*)€*/2,

where pe := §'7p¢ =1+ 5)2(1)/.

An extensible pendulum without damping is an interacting system consisting of
two oscillators: the pendulum and the spring. The interaction is highly non-linear.
The extension of the string affects the period of the pendulum, which is a parametric
excitation. The angular deviation of the pendulum modulates the force acting on the
string (see [12]).

Let ¢1(0) = ¢(0),£&1(0) = £(0), then we obtain

§ Dy i (t) =5 D)1 (t) = ¢a(t),
§ D ¢a(t) =5 D} ¢a(t) = ¢3(1),
(6.5) § D gs(t) =§ Dy ' ps(t) = ¢a(t),
§ D a(t) =§ D2 Ypu(t) = — [Lsin(¢1) +2¢383] /(14 &)
= (ur%ParTd3 — vTP o) /(1 + &)?

with the following initial-value conditions:
(6:6)  61(0) = 65" = 1,62(0) = 67 = 0,65(0) = 6" = 0,4(0) = 6" =0,
and

§Der(t) =5 DJi(t) = &a(t)

§D26s(t) =§ Dy PE(t) = &3(1),
(6.7) § Dts(t) =§ D éa(t) = €a(t),
EDpieu(t) =§ DI o%u(t) = % oos(on)+ (1+&1)63 — K¢y

— Ty = MTE — TP

with the following initial-value conditions:

(6.8)  &(0) =&Y =0,6(0) = & = 0,&(0) = &7 = 0,&(0) = & =0,

Fractional predictor formulae for ¢;(t):

(6.9) 6l =08 + mis z b1y 0= (1,2,3),
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(6.10) ST = 08+ i E il [F5in(61,5) +263,5€5,5] /(1 +€1,5)
= (W4 + )\T¢3,y +vr002,5) /(1 +€1,5)%}-

Fractional predictor formulae for &;(¢):

(611) £5k+1 (Z) + F(Cz ) Z b] k+1€l+1 Ja Z - (1 2 3)

(6.12) Sk = g()4_1“(&4 ;bgkﬂ[ cos(¢1,5) + (1 +&1,5)93

— B — tés; —ntPé )
Fractional corrector formulae for ¢;(¢):

k

i 1 @i @ .
(6.13)i k11 = 0y + (o) DA bt + A e P | (0=1,2,3),
1 JZO
Paky1 = ¢(4) + F(M) Z O [£ sin(¢1,5) + 203,835 /(1 +&15)
(6.14) = (U + Amm +vr002,5) /(1 +€1,5)%}

1 .
+ r(a4)azi1,k+1{_ # sin( §k+1) + 2¢§,k+1§§k+1} /(1 + 5f,k+1)
- (HTQ¢£k+1 + >\T¢§k+1 + V7ﬁ¢§k+1)/(1 =+ €5k+1)2}-

Fractional corrector formulae for &;(t):

k
1 ) ) .
(6.15)& jos1 = ”+F(al) D Al i apiy e |2 (0=1,2,3),
1 ]:O

Capr1 = <4>+F(a4){2ajk+l[ cos(¢1,5) + (1 + €163

(6.16) - *51 G— T §4J MTEs; — 11TPEs ]
+ ak+1 pa1l? cos(opf k+1) (1+ €5k+1)(¢§j)2
- mf1,k+1 1T 54,1c+1 /\17531,3,k+1 - VlTﬁff,kH]}-

The energy can be obtained by the following equation:

H = 3[(1+&k41)%03 g + &5 pid]

(9/L)(1 + &1 k41) c08(pr k1) + (K/mL?)EF 1,1 /2
303/ (1 + & ks1)® + 0]
— (9/L)(1 4 &1 ky1) cos(@r krr) + (K/mL?)EF 11 /2

(6.17)

where pe := &3 41,06 = (1 + &1 k11) 203,641
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Fic. 7.1. Inextensible pendulum, when o = 1.5, 3 = 0.5.

7. Numerical examples. In this section, two examples are given to demon-
strate our theoretical analysis. The effects of fractional damping will be examined for

the extensible and inextensible pendulum.

Example 1. Inextensible pendulum: We take ¢(0) = 1.0, ¢ (0) = —0.3, g/L =
1.0, . =0.06, 7=0.8, A=0.1, v = 0.1.

The simulating results in Example 1 are shown in Figures 1-4. Figure 1 shows
the phase shift of oscillation of solution ¢ = ¢; of the inextensible pendulum with
a = 1.5, 8 = 0.5 and the fractional derivatives ¢; of order 0.5, 1, 1.5. Figure 2 exhibits
the elastic energy decay. From Figures 1-2, it can be seen that the elastic energy is
not a monotonic decay. In this case it exhibits stationary points corresponding to the
extremal positions of the pendulum. The fractional damping results in local energy
minima at the extrema of the inextensible pendulum. These results are in good
agreement with Seredyriska [12]. Figures 3 and 4 show the behaviors of the pendulum
when o = 1.5, 3 changes from 0 to 1 and 8 = 0.5, a changes from 1 to 2, respectively.

Example 2. Extensible pendulum: We take ¢(0) = 1.0, ¢ (0) = £(0) = £ (0) = 0,
g/L =10, K/m =13, u =01, 7=08 A=0.1,v =01, gy = 0.2, \; = 0.1,
v = 0.1.

An extensible pendulum is an interacting system consisting of two oscillators:
the pendulum and the spring. The extension of the string affects the period of the
pendulum, which is a parametric excitation. The simulating results in Example 2
are shown in Figures 5-10. Figure 5 shows the oscillations ¢ and & of the extensible
pendulum with a = 1.5, 8 = 0.5. Figure 6 shows the oscillation of solution ¢ = ¢
of the extensible pendulum with o = 1.5, § = 0.5 and the fractional derivatives ¢; of

order 0.5, 1, 1.5. Figure 7 shows the oscillation of solution £ = &; of the extensible
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Fic. 7.4. Inextensible pendulum, when 3 = 0.5, a changes from 1 to 2

spring with a = 1.5, § = 0.5 and the fractional derivatives &; of order 0.5, 1, 1.5. From
Figures 5-7, it can be seen that during the pendulum swing the gravitational force
reaches its maximum four times. Resonant behavior is therefore expected if the ratio of
the string characteristic frequency to the pendulum characteristic frequencies is 2:1.
A resonant behavior is however observed in the extensible pendulum for arbitrary
frequencies of the linearized systems. Energy decay for extensible pendulum with
a = 1.5, § = 0.5 is shown in Figure 8. From Figure 8, it can be seen that it is a
non-monotone energy decay [12]. The behaviors of the extensible pendulum when
(B changes from 0 to 1 or a changes from 1 to 2 are shown in Figures 9 and 10,
respectively. From Figures 9 and 10, we extract more property about the behaviors
of the extensible pendulum with any fractional-order damping.

8. Conclusions. In this paper, a computationally effective fractional predictor-
corrector method is used to simulate and examine the effects and solution behavior of
the nonlinear dynamical systems with fractional damping for extensible and inexten-
sible pendulum. Corresponding error analysis is derived. Some numerical examples
are given to demonstrate that the numerical method is a computationally efficient
method for this type of the systems. This method and technique can be applied to
solve other fractional-order ordinary differential equations.
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Fic. 7.6. Extensible pendulum and the phase
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shift of the fractional derivatives ¢;

of order 0.5,
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F1G. 7.8. The energy of the extensible pendulum, when o = 1.5, 8 = 0.5.
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B changes from 0 to 1.

)

A

) 1)

y === §

)
)
7/
)

7

mw
ol
wh)

1.5,0.1<p<0.9

a
Fic. 7.9. Extensible pendulum, when o = 1.5

Fic. 7.10. Ezxtensible pendulum, when 8 = 0.5, a changes from 1 to 2

0.5,1.1<0<1.9

B



16

[9)
(10]

(11]

(12]
13]
14]
(15]
(16]
(17]

(18]

C. Yin, F. LIU, and V. ANH

REFERENCES

H. Beyer and S. Kempfle, Definition of physically consistent damping laws with fractional deriva-
tives. ZAMM 75, (1995), 623-635.

K. Diethelm and N.J. Ford, Numerical solution of linear and non-linear fractional differential
equations involving fractional derivatives of several orders, Numerical Analysis Report No.
379, (2001).

K. Diethelm and N.J. Ford, Numerical Solution of the Bagley-Torvik Equation, BIT 42, (2002),
490-507.

K. Diethelm, N.J. Ford and A.D. Freed, Detailed Error Analysis for a Fractional Adams Method
[M], Numerical Algorithms,Kluwer Academic Publishers, (2004) 306-311.

E. Hairer, G. Wanner, Solving Ordinary Differential Equations H: Stiff and Differential-Algebr-
Aic Problems, Springer, Berlin. (1991).

F. Liu, V. Anh and I. Turner, Numerical solution of the space fractional Fokker-Planck equation.
Journal of Computational and Applied Mathematics, 166, (2004), 209-219.

M.R. Maxey, J.J. Riley, Equation of motion for a small rigid sphere in a nonuniform flow, Phys.
Fluids, 26, (1983), 3712-3713.

R. Metzler and J. Klafter. The random walk’s guide to anomalous diffusion: a fractional dynamics
approach[J].Physics Reports, 339, (2000), 1-77.

I. Podlubny, Fractional Differential Equations [M], New York:Academic Press (1999).

Y.A. Rossikhin and M.V. Shitikova, A new method for solving dynamic problems of fractional
derivative viscelasticity, Int. J. Engng. Sci., 39, (2000), 149-176.

Y.A. Rossikhin and M.V. Shitikova, Analysis of dynamic behavior of viscoelastic rods whose
rheological models contain fractional derivatives of two different orders, ZAMMS6, (2001),
363-378.

M. Seredynska and A. Hanyga, Nonlinear differential equations with fractional damping with
applications to the 1dof and 2dof pendulum, Acta Mechanica, 176, (2005), 169-183.

Z. Wang, G. Cao and X. Zhu, Application of Fractional Calculaus in sysem Modeling. J. Shang-
hai JiaoTong University, 38, (2004), 802-805.

C. Yang, F. Liu, A Fractional Predictor-Corrector Method of the Fractional Relaxation-
Oscillation Equation, J of Xiamen University, 44, (2005), 761-765.

C. Yang and F. Liu, A computationally effective predictor-corrector method for simulating
fractional-order dynamical control system, ANZIAM J., 47, (2006), 168-184.

S.B. Yuste and K. Lindenberg. Subdiffusion-limited reactions[J]. Chemical Physics, 284, (2002),
169-180.

S.B. Yuste, L. Acedo and K. Lindenberg, Reaction front in an A+ B — C reaction-subdiffusion
process, Phys. Rev., E 69, (2004), 036126.

A. Hanyga, Viscous dissipation and completely monotone stress relaxation functions.Acta Rhe-
ologica, (2005), (forthcoming).



