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Abstract. A common structure in stream ciphers makes use of linear
and nonlinear shift registers with a nonlinear output function drawing
from both registers. We refer to these as Grain-like keystream generators.
A recent development in lightweight ciphers is a modification of this
structure to include a non-volatile key register, which allows key bits
to be fed into the state update of the nonlinear register. Sprout and
Plantlet are examples of this modified structure. The authors of these
ciphers argue that including these key bits in the internal state update
provides increased security, enabling the use of reduced register sizes
below the commonly accepted rule of thumb that the state size should
be at least twice the key size.

In this paper, we analyse Plantlet and show that the security of this
design depends entirely on the choice of the output function. Specifically,
the contribution from the nonlinear register to the output function determines
whether a key recovery attack is possible. We make a minor modification
to Plantlet’s output function which allows the contents of the linear
register to be recovered using an algebraic attack during keystream generation.
This information then allows partial recovery of the contents of the
nonlinear register, after which the key bits and the remaining register
contents can be obtained using a guess and check approach, with a
complexity significantly lower than exhaustive key search.

Note that our attack is not successful on the existing version of Plantlet,
though it only requires minor modifications to the filter function in order
for the attack to succeed. However, our results clearly demonstrate that
including the key in the state update during keystream generation does
not increase the security of Plantlet. In fact, this feature was exploited
to recover the key during keystream generation without the need to
consider the initialisation process. This paper provides design guidelines
for choosing both suitable output functions and the register stages used
for inputs to these functions in order to resist the attacks we applied.

Keywords: Key recovery - algebraic attack - key injection - Plantlet -
Grain-like structures - lightweight ciphers
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1 Introduction

Symmetric stream ciphers are used to provide confidentiality for a range
of real-time applications. The most common type of stream cipher is
the binary additive stream cipher, where encryption and decryption are
performed by XORing a binary keystream with the plaintext or ciphertext
bitstream, respectively. The reciprocal nature of the XOR operation provides
high speed encryption and decryption processes. However, the security
provided depends on the properties of the keystream. The security of the
keystream generator is therefore crucial.

The importance of secure encryption is highlighted by the recent NIST
competition for AEAD algorithms suitable for lightweight applications.
These algorithms are intended for use in applications such as the ubiquitous
Internet of Things (IoT) and require high security levels with reduced
computational load and/or component size.

Many keystream generators are based on shift registers with either
a linear or nonlinear feedback function, denoted as linear feedback shift
registers (LFSRs) and nonlinear feedback shift registers (NFSRs), respectively.
However, previous work [3, 6, 7] has shown that shift register based ciphers
are vulnerable to algebraic attacks. In response, some contemporary keystream
generators use a combination of a NFSR and a LFSR, together with
a nonlinear filter function taking inputs from both registers. We refer
to these generators as “Grain-like structures”, as the well known Grain
family of stream ciphers [13-17] is designed in this way. The combination
of LFSRs and NFSRs in these structures was intended to prevent such
algebraic attacks; however, Berbain et al [4] and Beighton et al [2] have
demonstrated viable attacks against Grain-like structures with particular
forms of output function.

A further development, aimed at providing encryption for lightweight
devices, is to include a non-volatile key register in the cipher state. The
key bits stored in this register are then injected into the feedback of the
shift registers during operation. The ciphers Sprout [1] and Plantlet [22]
both use this technique. This introduction of key injection into Grain-like
ciphers was intended to increase the security of these ciphers, so that
lightweight ciphers with smaller registers could still provide acceptable
security levels. In particular, the internal state size in these ciphers is less
than twice the key size, contradictory to the rule of thumb from Hong
and Sarkar [18] in relation to generic time-memory trade-off attacks.

The authors of Sprout [1] invited further investigation of these designs
featuring key injection. In this paper, we therefore investigate the security
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provided by Grain-like keystream generators with key injection. Specifically,
we explore an algebraic key recovery attack on Plantlet and find that
it can be successfully performed with only a minor modification to the
output function and with the key injection feature left intact. Our attack
is based on the algebraic attack applied to Grain-like structures by Beighton
et al [2]; it is applied during keystream generation, so no knowledge of
the initialisation function is required.

This paper is organised as follows: Section 2 provides background
information on shift register based designs. Section 3 discusses current
algebraic attack techniques. Section 4 presents our algebraic attack technique
for application to Grain-like structures with key injection. We then apply
our attack technique to modified Plantlet in Section 5. Experimental
simulations for proof of concept are reported in Section 6 and discussed
in Section 7. Conclusions are drawn in Section 8.

2 Preliminaries and Notation

2.1 Feedback Shift Registers

A binary feedback shift register (FSR) of length n is a set of n storage
devices called stages (rg,71,...,7n—1), €ach containing one bit, together
with a Boolean update function g. The state at any time ¢ is defined
to be Si, where Sp = s¢, 8141, -, St (n—1), and the sequence of state bits
that passes through the register over time is denoted S; that is S =
805 81y -y Sn—1s Spy -er -

The shift registers used in the types of keystream generators we discuss
in this paper are regularly clocked Fibonacci style, as shown in Figure 1.
Thus, the state update function takes the form:

t o
t+1 _ Tiv1 1=0,1,...,n—2
¢ g(ro, 1y .y n—1) i=n-—1

If ¢ is linear, the register is said to be a linear feedback shift register
(LFSR) and if g is nonlinear, the register is said to be a nonlinear feedback
shift register (NFSR).

A binary sequence can be generated from a FSR by applying a Boolean
function f to the state S;, as shown in Figure 1. Here, the output y =
f(S¢) can be a function of the contents of one or more register stages.

r

2.2 Filter Generators

Keystream generators where f is a function of the contents of multiple
stages are called filter generators. If f and g are both linear, the filter
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To T1 2 Tn—1

Fig. 1. An n-stage FSR with update function g and filter function f.

generator is equivalent to another LFSR, which provides very little security
to the plaintext [20]. For this reason, LFSRs were traditionally filtered
using a nonlinear Boolean function [19].

A keystream generator consisting of a LFSR and a nonlinear filter
function f is known as a nonlinear filter generator (NLFG) [24]. These
designs have been extensively analysed and are susceptible to numerous
attacks, including correlation attacks [24, 10,21, 12], algebraic attacks [7,
9,6] and distinguishing attacks [8]. The underlying LFSR provides only
desirable statistical properties for the binary sequence, while the resistance
of the NLFG to cryptanalysis is determined by the properties of the
nonlinear filter function. As a single nonlinear Boolean function cannot
display high levels of all the desirable cryptographic properties [23], choosing
a filter function that resists one form of attack may leave the keystream
generator vulnerable to other attacks.

In response to the cryptanalysis of NLFGs, designs using NFSRs were
proposed. A linearly filtered nonlinear feedback shift register (LF-NFSR)
[11] has a nonlinear update function g and a linear filter function f, and
is the dual construction of the NLFG. Berbain et al. [3] showed that
LF-NFSRs are also susceptible to algebraic attacks, resulting in initial
state (and possibly secret key) recovery. From Berbain’s results, it is clear
that the properties of the filter function used in a LF-NFSR are critical
in providing resistance to a traditional algebraic attack.

2.3 Composite combiners and ‘Grain-like’ structures

Effective algebraic attacks have been proposed on both NLFG and LF-NFSR
keystream generators. A more complex design incorporates both a LFSR
and a NFSR, together with a nonlinear filter function taking inputs from
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both registers, as shown in Figure 2. Keystream generators using this
structure include Grain [15] and subsequent variants of Grain [13, 14, 16,
17]. We denote this general design as a “Grain-like” structure. Here we
consider the lengths of the NFSR and LFSR to be the same (n). However,
the approach outlined also applies in the case where register lengths differ.

NFSR LFSR

Fig. 2. Grain-like structure.

We denote the states of the NFSR and the LFSR at any time t as By
and S;. The sequences of state bits that pass through the registers over
time are denoted B and S; that is B = by, b1,..,bp,_1,bp,... and S =
80,81, -+ Sp—1, Sn, ---. In the case of Grain-like structures, we denote the
nonlinear update function as g, the linear update function as ¢ and the
filter function as f. For a Grain-like structure, the LFSR is autonomous
when producing output as all of the inputs to £ are from the LFSR. The
NFSR is not autonomous, as the nonlinear update function g contains
one input from the LFSR.

The filter function f can be considered as the XOR sum (here denoted
'+7) of several different types of monomials. That is, we consider sub-functions
of f. We define the following sub-functions, each as a sum of the terms
indicated:

— Lp - monomials with linear inputs from NFSR.

— Lg - monomials with linear inputs from LFSR.

— fs - nonlinear monomials with inputs from LFSR only.

— fB - nonlinear monomials with inputs from NFSR only.

— fBs - nonlinear monomials with inputs from both NFSR and LFSR.

Thus, any filter function f in a Grain-like structure can be expressed as
follows:

f(B,S)=Lp+Ls+ [+ fs+ fBs. (1)
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2.4 Grain-like structures using key injection

Newer contemporary designs have been proposed which use the general
Grain-like structure, but also incorporate the secret key in the state
update of the keystream generator, as in Figure 3. Keystream generators
such as those used in Sprout [1] and Plantlet [22] have this design. We
denote this general design as a “Grain-like structure with key injection”
and use the same notation as for a general Grain-like structure.

4‘ Secret key ‘

NFSR

Fig. 3. Grain-like structure with key injection.

3 Current Algebraic Attacks

Algebraic attacks were first introduced by Courtois and Meier [7] on
ciphers with linear feedback. The goal of an algebraic attack is to create
a system of low degree equations that relates the initial state bits of the
cipher to some observed output bits and then to solve these equations to
recover the internal state values. For a binary additive stream cipher, the
output may be obtained using a known-plaintext attack.

These attacks are performed in two phases: pre-computation and
online. The pre-computation phase builds a system of equations relating
initial state bits and output bits. In the online phase, given an observed
output sequence {y;};2, the appropriate substitutions are performed, the
system is solved and the initial state recovered.

3.1 Algebraic attacks on NLFGs [7]
Each output bit of a NFSR satisfies the equation

yr = f(St) = f(sty- -+ St4n-1) (2)
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The linear update function g of the LFSR can then be used to replace
state bits s;4,—1 with the corresponding linear combination of initial state
bits, keeping the equation system of a constant degree (deg(f)) while
maintaining the number of unknown variables in the system.

In many cases, each equation in the system may be multiplied through
by a low degree multivariate function h (of degree e) to reduce the overall
degree of the system of equations [7]. If fh = 0, then h is defined as an
annihilator of f. Each equation in the resulting system has the form

F(St)h(St) = yeh(St).

The degree of this system will be equal to deg(fh) = d, where d < deg(f),
with n independent variables, where n is the length of the underlying
LFSR. For a more detailed explanation, the reader is referred to Courtois
and Meier’s paper [7]. Appendix A.1 provides an algorithm for this attack
and also discusses data requirements and computational complexity.

3.2 Fast algebraic attacks on NLFGs [6]

Fast algebraic attacks [6] significantly reduce the complexity of the online
phase by reducing the overall degree of the system of equations below
the degree of fh. This increases the complexity of the precomputation
phase; however, precomputation only needs to be performed once for a
particular cipher and the equation system may then be reused in multiple
online phases to recover the states of the cipher corresponding to multiple
different keystreams.

These attacks use a concept Courtois [6] described as “double-decker
equations”. These equations allow an attacker to equate an expression in
terms of initial state bits only to an expression in terms of initial state bits
and observed output bits. The technique targets monomials in initial state
bits only of degree from e = deg(h) to d = deg(fh): given approximately
(Z) equations, these monomials will occur in multiple equations and can
be replaced by suitable linear combinations of those equations. These
linear combinations define a new system in n unknowns, of degree e < d.
This new system can be solved by linearisation, with less computational
complexity than for traditional algebraic attacks.

For a detailed explanation, the reader is referred to Courtois’ paper
[6]. Appendix A.2 provides an algorithm for this attack and also discusses
data requirements and computational complexity.
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3.3 Algebraic attacks on LF-NFSRs

Initially, LF-NFSRs were considered resistant to algebraic attacks, due to
the use of a nonlinear state update function. Using the nonlinear feedback
function to derive equations for the update bits in terms of initial state
bits causes the degree of the system of equations to increase over time.
However, Berbain et al. [3] showed that it is possible to keep the degree of
the system of equations constant. This allows an algebraic attack which
can recover the initial state of the underlying NFSR (and possibly the
secret key).
Berbain et al. [3] noted that the equation for the first output bit

n—1
Yo = £(S0, -y Sp—1) = Zaksk,
k=0

(with ay € {0,1}) implies that

7j—1
85 = E agSk + Yo.
k=0

where j is the highest index in the original summation for which a; = 1.

Repeating this process for all subsequent time steps allows us to
express every bit, sj;4 for ¢ > 0, as a linear combination of output bits
and initial state bits. This produces a set of equations of the form:

j—1

Sj+t = g Of+tSk+t T Yt,
k=0

for ¢t > 0. Note that if the latter summations contain any term for which
an equation already exists, the term can be replaced by the corresponding
linear combination of initial state bits and output bits.

Appendix A.3 provides an algorithm for this attack and also discusses
data requirements and computational complexity.

3.4 Algebraic attacks on Grain-like structures

After successfully applying algebraic attacks to LF-NFSRs, Berbain et
al. [4] proposed an algebraic attack on Grain-like structures where the
output function f is the XOR combination of a LF-NFSR and a NLFG.
That is, adopting the notation from Section 2.3, f(B,S) = Lg+ Ls+ fs.
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In this case the output of the keystream generator can be expressed

as
n—1

yo=Lp+Ls+ fs=Y aby+Ls+ fs. (3)
k=0

As discussed in Section 3.3, an equation of the form taken by Equation 3
can be rearranged as follows:
-1

bj =) apby + Ls+ fs+ yo.
0

<.

B
Il

Repeating this for ¢ > 0 allows for NFSR state bits of index j or higher
to be represented as the XOR sum of:

— a linear combination of NFSR initial state bits
— a linear and nonlinear combination of LFSR initial state bits
— a linear combination of observed output bits.

A second system of equations can then be built using the nonlinear
update function to the NFSR, making substitutions from the system
generated by Equation 3 where applicable. This system will be of degree
at most deg(g)deg(fs). Combining the two systems results in a system
of equations of degree deg(g)deg(fs) in n + j unknown initial state bits,
where n is the size of LFSR and j is the index of the highest indexed
term in Lp. The success of this attack in recovering the LFSR and NFSR
initial states demonstrated that using the contents of stages in the NFSR
linearly in the output function is not sufficient to provide resistance to
algebraic attacks; the NFSR contents must also be filtered nonlinearly in
some way.

Beighton et al. [2] proposed an algebraic attack on Grain-like structures
where the output function f is of the form f = Lg+ fs+ frs. They note
that, by using the idea of annihilators presented by Courtois and Meier
[7], f may be multiplied by a low degree function containing only LFSR
bits that will eliminate fgpg. This function, denoted Apg, is considered
as a “partial annihilator”, in as much as Apg only annihilates certain
monomials.

Multiplying f by Apg leaves an equation of the form

2zAps = Aps(Ls + fs),

which is an equation containing only LFSR initial state bits. Fast algebraic
attack techniques can then be applied to recover the LFSR initial state,
from which the NFSR initial state can be partially recovered.
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4 Our divide and conquer attack on Grain-like structures
with key injection

As highlighted in Beighton et al’s paper [2], if the filter function of a
Grain-like structure does not feature a monomial that takes inputs only
from the NFSR and does not divide any other monomial, the structure is
vulnerable to a divide and conquer attack which first targets the LFSR
in an algebraic attack and then determines the NFSR contents.

This idea extends to the case where the secret key is used to update
the NFSR, as the LFSR still runs autonomously.

4.1 Generalised algebraic attack algorithm

We present here the generalised algebraic attack for Grain-like structures
with key injection. This attack uses a divide and conquer strategy. We first
target the LFSR and recover the LFSR initial state. The NFSR is then
targeted, with partial NFSR intitial state recovery possible. From this
point, we can simultaneously determine the key bits and the remaining
NFSR bits.

Recovering the LFSR Consider a keystream generator that produces
an output bit at each time step by:

z=Ls+ fs+ fBs- (4)

That is, NFSR state bits are only used nonlinearly and only in fpg. Every
monomial in fpg will contain both NFSR bits and LFSR bits. Thus, using
the idea of annihilators presented by Courtois and Meier [7], we may
multiply Equation 4 by a low degree function containing only LFSR bits
that will eliminate fpg. We denote this function as Apg, and consider it
to be a “partial annihilator” in as much as Apg only annihilates certain
monomials. Note that the degree of the NFSR bits in fpg does not affect
the ability to annihilate the monomials containing bits from the NFSR.
Therefore Equation 4 can be rewritten as

zAps = Aps(Ls + [s), (5)

which is an equation containing only LFSR initial state bits. The degree of
the system of equations built using Equation 5 will be at most deg(Aps)+
deg(fs). Note, however, that the right hand side of Equation 5 contains
only initial state bits from the LFSR. This means that fast algebraic
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attack methods can be performed in the precomputation phase of the
attack to reduce the degree of unknown variables in the system from
deg(Aps) + deg(fs) to deg(Ags).

There are several other cases where the attack works. For convenience
we use only the simplest example here to illustrate the first phase of the
attack and refer the reader to Beighton et al’s paper [2] for a detailed
discussion of the other cases.

The structure of a system of equations built in this way allows for the
fast algebraic attack techniques highlighted in Section 3.2 to be applied.
That is, given access to approximately (s) bits of output (where 7 is the
size of the LFSR and d is the algebraic degree of the system relating LESR
initial state bits to observable output bits), a precomputation phase can
be performed that allows a new system of equations to be built of degree
e < d, where e is the degree of Apg. This precomputation phase has a
complexity of O((})log(’}) +n(}})). The initial state of the LFSR can then
be recovered in the online phase of the attack by observing approximately
(%) bits of output with complexity O((}) (%) + (Z)w), where w is the
Guassian elimination exponent w = 2.8.

Recovering the NFSR and the key Once the LFSR initial state is
recovered, every future LFSR state bit will be known, as the LFSR is
autonomous during keystream generation. The next stage is to recover
the NFSR initial state. In doing so, we will simultaneously recover the
key.

Since the key is used to update the state of the NFSR, recovering the
NFSR state at one point in time without knowing the key is not enough
to determine the NFSR state at other points in time. As a result, the key
must also be taken into account. To begin, however, we will consider the
idea of recovering the NFSR state by itself and then expand this approach
to recover both the NFSR state and the key.

Consider the example filter function used to produce the keystream
bit

Z = T1 + T4T5 + ToT3 + TeT1T2 + ToT3T4X5, (6)
where xg,x1,x2,x3 are from the LFSR and x4, x5 are from the NFSR.
Since the LFSR is known, each output bit will have the form

2 = axaxs + B,

where « and § may be 0 or 1, respectively.
Clearly, when a = 0 no information about the initial state of the
NFSR is leaked. We must therefore utilise the case where o = 1. If z =
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x4x5 and z = 1, then we know x4 = x5 = 1. Likewise if z = x425 + 1
and z = 0, then we know x4 = x5 = 1. Once we have recovered these
state bits, we may then look to equations where z = x4 25 and z = 0,
but for which we know either x4 or x5 equals 1. We would then know
that the unknown state bit is equal to zero. Similarly for the case where
z = x4x5+1 and z = 1. Continuing in this way, we may be able to recover
n consecutive bits of the NFSR.

For certain filter functions it may not be possible to recover n consecutive
state bits. In this case, the partially recovered initial state reduces the
exhaustive search required to recover the correct initial state of the NFSR.
For instance, suppose m bits of the NFSR can be recovered. This leaves
2"~™ possible candidates for the correct NFSR initial state which, for
m > 0, is better than exhaustively searching the entire register. Each
candidate can be used (together with the known LFSR initial state)
to produce output. The candidate which produces the correct output
sequence can be assumed to be the correct initial state.

As stated earlier, because the key is used to update the state of the
NFSR, recovering the state of the NFSR at a single point in time is not
sufficient to determine the state at any other point in time. However, as
we now show, the NFSR state recovery process discussed above may be
adapted to recover the NFSR state and the secret key simultaneously by
considering a longer sequence of NFSR, bits. We consider the sequence of
bits that pass through the NFSR as the XOR of some NFSR feedback
bits and the key. We thus have,

bt+n = 9(Bt) + k¢ mod | K| 7)

= b:&—&-n + Kt mod |K|-
Thus, given n + |K| consecutive NFSR state bits, the key can easily be
recovered.

The goal is therefore to recover n+ | K| consecutive bits of the NFSR,
or to recover as much as is possible and then exhaustively search the rest.
For instance, suppose m bits of the NFSR sequence can be recovered.
This leaves 2T ED=m hogsible candidates for the correct NFSR sequence
which, for m > n, is better than exhaustively searching the key. Each
candidate can be used (together with the known LFSR initial state)
to produce further NFSR states and thus output. The candidate which
produces the correct output sequence can be assumed to be the correct
sequence. From the sequence the key can quickly be recovered.
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5 Algebraic Attack on a Modified Version of Plantlet

We now mount an algebraic attack on adapted versions of the stream
cipher Plantlet with a modified filter function. We show that even with
the key bits used to update the NFSR state, the success of the attack is
determined only by the choice of filter function.

5.1 The Plantlet stream cipher

Plantlet is a contemporary stream cipher that uses a very small internal
state. The keystream generator for Plantlet consists of a LFSR and a
NFSR, together with a nonlinear Boolean function that takes inputs from
both registers.

Initialisation Plantlet takes as input a 80-bit secret key and 90-bit IV.
In initialisation, the NFSR and the LFSR are 40 bits and 60 bits in length.
The keystream generator is loaded by filling the NFSR with 40 IV bits.
The remaining 50 bits of the IV are loaded into the LFSR, which is then
padded with a constant.

At each time step the LFSR is updated using the linear update function
¢ as follows

St4+59 = E(St) = Zt + St + St+14 + St+20 + St+34 + St+43 + St+54- (8)

The NFSR is updated at each time step using the nonlinear update
function g as follows

betso = g(Br) = 8¢ + 2tkt mod 80 + € + bt + bri1s + bir19 + berss + betsg
+ bt420t425 + bi13bt15 + by 7bets + ber1abeor + bri16be418
+ bt122bt124 + brr26br+32 + bi1-33bt136b1+37b14 38
+ bi10be+11be 112 + beyorbii30bi431,

(9)

where ¢} is the fourth least-significant-bit of the modulo 80 counter. This
counter is public so, for convenience, it is easier to combined the XOR of
the counter variable and the key variable into one variable as follows

kllt = k;t mod 80 T C?- (10)

Keystream is not produced in initialisation. Instead, the output of the
filter function is used to update the state. Output is produced using the
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following filter function

2t = 5t430 + b1 + beye + b5 + bpp17 + bigo3 + bryog + bii3a + birasite

+ 5¢4+85t4+10 + 5143251417 + St4+195¢423 + bi445¢432b14-38.

(11)

Keystream generation At the end of initialisation, the LFSR is increased
by one bit and the new stage is loaded with a one. Thus, in keystream
generation Plantlet consists of a 40-bit NFSR and a 61-bit LFSR. This
adjustment to the LFSR is made in order to avoid the possibility of the
LFSR being initialised to the all zero state.

The update functions used to update the state of the LFSR and
the NFSR during keystream generation are identical to those used in
initialisation; however, the output function is now used to generate keystream
and so it is not used to update the state.

5.2 Modified version of Plantlet

We introduce a modified version of the Plantlet stream cipher, where
we replace any independent linear term taken from the NFSR by the
corresponding term in the LFSR. That is, the filter function f(B,S)
remains the same, except that monomials appearing only in Lg are replaced
by monomials in Lg with the same indices. Note that we denote the
modified version of Plantlet by appending the suffix —m.

Table 1 highlights the differences between the original and modified versions.

Table 1. Modifications to linear combinations in Plantlet.

Original linear combination Modified linear combination
ber1 + bege + beg1s + beg17 + begos + bigos + biysa|Se41 + St6 + St415 + St417 + St423 + St28 + St434

5.3 Stage 1: LFSR recovery

In this section we apply the algorithm from Section 4. The theoretical data
and computational complexity requirements to recover the LFSR initial
state is summarised in Table 2. In Section 6, we provide experimental
results for the modified version of Plantlet.

At time ¢ = 0 an output bit in Plantlet-m is produced as follows:

20 =81 + S¢ + S15 + S17 + S23 + S28 + 534 + base + S8510 + 532517 + 519523 + b4532b38
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Multiplying this equation by (s¢ + 1)(s32 + 1) gives

(s6 +1)(s32 + 1)20 = 5156532 + 5156 + 51532 + 51 + 56515532 + 56515 + 56517532
+ 86517 + 6523532519 + 56523532 + S6523519 + S6523
+ 56528532 1+ 6528 + 56534532 + 56534 1 S658510532
+ 5658510 + S15532 + S15 + S17532 + S17 + 523532519
+ 523532 + 523519 + S23 + S28532 + S28 + 534532

+ 834 + 58510532 + 8510
(12)

where the right hand side of the equation contains only LFSR initial state
bits and is of degree 4. Thus, by observing at least (641) keystream bits,
fast algebraic techniques may be applied in the precomputation phase of
the attack to reduce the overall degree of the system to the degree of the
left hand side (which is of degree 2 in the unknown LFSR initial state
bits) [6].

Table 2. Resource requirements for recovering the LESR of modified Plantlet.

Precomputation phase

Degree before fast algebraic techniques| 4
Complexity 0(2%)
Degree after fast algebraic techniques 2

Online phase
Data 219
Complexity 0(2%%)

5.4 Stage 2: NFSR recovery and key recovery

Once the LFSR initial state is recovered, the output function will contain
only unknown state bits from the NFSR. As described in Section 4.1,
to be able to predict the NFSR state sequence we must know at least
INFSR| + |K| consecutive bits of the NFSR sequence. For Plantlet, at
least 40 + 80 = 120 consecutive bits of NFSR sequence is required to
predict the NFSR sequence. Note that if 120 bits of NFSR sequence is
known, the key can easily be calculated. Thus, the goal is to recover 120
bits of consecutive NFSR bits.

The data requirement for this stage will utilise the data collected for
LFSR state recovery. The computational complexity to partially recover
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the NFSR sequence is considered to be negligible [4]. The number of NFSR
sequence bits recovered over a 120-bit period through application of this
method is hard to estimate and will vary depending on the particular
key and IV used. However, some guidance based on experimental results
is provided in Section 6.2. Due to the low computational complexity of
partial NFSR sequence recovery we provide experimental results for this
in the next section.
At time ¢ = 0 an output bit in Plantlet-m is produced by :

20 = S¢4+1 + St46 + St415 + Se417 + St423 + Sp28 + Se434 + byraSit6
+ 544851410 + St4+325t417 + St4195¢423 + bryaSt 43204438

This function is linear in the NFSR bit b4 and nonlinear in the NFSR
bits by and bsg. At each time step we have:

2t = abgqy + Bbabzs + w,

where «, # and w can be 0 or 1, respectively.

When a = 0, 8 = 1, and w4+ z = 1, two NFSR sequence bit will
be recovered. When «« = 1 and 8 = 0, an NFSR initial state bit will be
recovered. Finally, when o =1, 8 = 1, and w+z = 1, two NFSR sequence
bits will be recovered.

This can be used for simple partial state recovery of the NFSR.
The remaining stages of the 120 NFSR sequence can then be found
through exhaustive search. An estimate of the average exhaustive search
requirement for modified Plantlet is provided in Table 3 of Section 6.2.

6 Experimental simulations

We have performed computer simulations of our divide and conquer attack,
applying it to our modified version of Plantlet, to demonstrate proof of
concept. The details of the simulation setup and results are provided in
the following sections. We also provide experimental results in Section
6.2 for the partial NFSR sequence recovery of Plantlet; this is possible
because of the low time complexity required to partially recover. The
details for the structure of modified Plantlet are provided in Section 5.

6.1 Experimental approach

For each simulation, a random key together with random NFSR and
LFSR states were produced. Output from modified Plantlet was then
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produced. The attack from Section 4 was then applied. The remaining
NFSR sequence bits were then exhaustively searched. Each sequence
candidate was used to produce output, which was checked against the
correct output sequence. A candidate that produced the correct output
was considered the correct state sequence state. Using this sequence, the
key was recovered. The computed key, NFSR and LFSR was then checked
against the correct key, NFSR and LFSR.

The code used for the simulations was written using the SageMath
software package [25] and all calculations were performed using QUT’s
High Performance Computing facility. We used a single node from the
cluster with an Intel Xeon core capable of 271 TeraFlops.

6.2 Results on modified Plantlet

In precomputation, the initial system of equations was built, the linear
dependency was found and the reduced system of equations was built.
For modified Plantlet, approximately 22° bits of output were used. The
majority of the computational complexity required for the precomputation
comes from applying the linear dependency to produce the reduced system
of equations. On average, precomputation was completed in 10 hours.

A total of 10 simulations were performed. In every simulation the full
LFSR initial state was recovered. Each simulation for the modified version
required on average 30 seconds to recover the LFSR initial state.

For each trial, partially recovering the required 120-bit NFSR sequence
took approximately 2.5 hours. Table 3 provides a tally (across the 10
simulations) of how many times a certain number of state bits were
recovered from the NFSR sequence. For each simulation, the full available
keystream was used. That is, the NFSR sequence was partially recovered
using 2!” bits of keystream. We see from Table 3 that on average, 67 bits
were recovered for the NFSR sequence.

The remaining 53 bits required to complete the 120-bit NFSR sequence
could then be recovered by exhaustive search and used to produce output.
Recovery of these remaining NFSR, bits would then allow the key to be
determined. This portion of the simulation was not performed due to
limited resources.

7 Discussion

Our experimental simulations support the theoretical model for our key
recovery attack on modified Plantlet. The pre-computation stage of the
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Table 3. Distribution table for NFSR sequence bits recovered over 120-bit windows
using 100 simulations for modified Plantlet.

No.bits |\ 1 64 | 65 | 66 | 67 | 68 | 69 | ... | 120
recovered
Frequency | 0 | ... 0 1 4 2 2 1 cee 0

algebraic attack is essential for recovery of the LFSR state and is the
most time-consuming part of the process, but only needs to be done
once. This took ten hours in our trial. In the online phase, a divide and
conquer approach targeting the LFSR, achieved complete recovery of the
LFSR state in approximately 30 seconds with 100% success. Following
this, we used a 120-bit sliding window on the NFSR state and partially
recovered this window; on average we recovered 67 of these 120 bits.
Guessing the remaining 53 bits and checking for consistency with observed
keystream then allowed us to recover the key bits. The complexity of this
guess and determine stage dominates the attack complexity but is clearly
significantly less complex than exhaustive key search.

The use of key injection in the design made it possible to perform this
key recovery attack without requiring any consideration of the initialisation
process. That is, the initialisation is irrelevant to the security provision
against these algebraic attacks. In fact, security against these attacks
depends solely on the combination of the selected output function and the
positions of its input bits within the two registers. This answers the open
question from [1] of whether key injection provides increased security to
enable reduced register sizes for lightweight stream cipher designs. While
this approach may help avoid time-memory trade-off attacks, the generic
structure is not robust: other attacks are possible, as we have shown.

Based on the nature of our successful attack on modified Plantlet, the
following design guideline is seen to be important to the security of any
keystream generator which uses a Grain-like structure with key injection:

e The output function for any such cipher should contain multiple bits
taken linearly from the NFSR, with none of these bits involved in
nonlinear terms of the output function that also contain bits from the
LFSR.

Note that this is precisely the feature which protects the existing version
of Plantlet from our attack. This guideline may need to be expanded if
other types of attack on this structure are also found to be successful.
The output function of Sprout is identical to that of Plantlet, so the
published version of Sprout is also protected against our attack. However,
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a similar modification of this output function would again allow our attack
to recover the initial contents of Sprout’s LFSR. But recovering the NFSR,
initial state and the key is more complex for Sprout, since the key bits of
Sprout are fed into the NFSR conditionally. A quick estimate based on
our experimental results for Plantlet suggests that the exhaustive search
cost after partial NFSR recovery in this case would exceed the cost of
exhaustively searching the key bits, making this attack unviable.

8 Conclusion

In this paper, we have considered the security of keystream generators
using a Grain-like structure with key injection. From the above discussion,
it is clear that the security of keystream generators using this design
depends critically on the choice of the output function during keystream
generation. Designers who employ this design approach should pay careful
attention to the combination of the function used and the location of the
input taps which feed it.

Ciphers of this type were designed specifically to avoid time-memory
trade-off attacks, but they are not necessarily secure against other emerging
attacks, such as the algebraic attack we have demonstrated here. In itself,
this structure cannot be considered to provide a robust generic design for
lightweight keystream generators. Indeed, the designer of a new cipher
must be cautious about security implications when adding components
to existing structures and should evaluate the modified design against all
possible types of attacks.

A Appendix: Algorithms

A.1 Algorithm for NLFG algebraic attack
Precomputation phase:

Step 1 Use f(Sp) = yo to relate initial state bits (sg, $1,...,Sp—1) tO
observed output bit yg.

Step 2 Multiply f by a function h (if applicable) to reduce overall degree
to d.

Step 3 Clock forward using f(S;) = y to build a system of equations of
constant algebraic degree, applying the linear update as required.
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Online phase:

Step 4 Substitute observed output bits {y; } 72 into the system of equations.
Step 5 Solve the system of equations by linearisation, to recover Sy =
S0,S815--+-,8n—1-

In the online phase of this attack, the initial state of the LFSR can be
recovered if approximately (") bits of output are known. The attack has
a computational complexity of O(n (Z) + (Z)w), where d is the degree of
the system and w is the Guassian elimination exponent w ~ 2.8 [7]. If
the output requirement cannot be met, it may be possible to solve the
system by applying other methods for solving simultaneous equations,
such as Grobner bases or the XL algorithm [5].

A.2 Algorithm for Fast algebraic attack

The precomputation phase is similar to a regular algebraic attack, with
Step 3 replaced by three steps (3a, 3b and 3c) as follows.

Step 3a Identify the combination of equations that will eliminate monomials
of degree e to d in the initial state bits.

Step 3b Use this linear dependency to build a new general equation.

Step 3¢ Use this general equation to build a system of equations of degree
e in the initial state bits.

The online phase is identical to the online phase of a regular algebraic
attack (but with reduced complexity).

When the Berlekamp-Massey algorithm is used to find the linear dependency,
the pre-computation phase of the attack has a computational complexity
of O((%)1og((}}))) [6]. The initial state of the LFSR can be recovered in
the online phase of the attack by observing approximately (3) bits of
output with a computational complexity of O((})(?) + (7)), where d is
the degree of fh, e is the degree of h and w ~ 2.8 [6].

Note that at first glance the online complexities for an algebraic
attack and a fast algebraic attack look similar. However, when n is much
larger than d, as is the case with registers used in practice, (Z’)w is much
larger than (7)) (%) and (Z)w Thus, by reducing the degree from d to e,
the complexity of the online phase is drastically reduced for registers of
practical size.
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A.3 Algorithm for LF-NFSR algebraic attack
Precomputation phase:

Step 1 A system of equations is developed using the linear filter function
to represent every state bit as a linear combination of a subset of
the initial state bits and some output bits. We denote this system of
equation by system L.

Step 2 A second system of equations is developed using the nonlinear
update function g to represent update bits as a nonlinear combination
of a subset of initial state bits. We denote this system by system G.
Substitutions are made for state bits in system G using system L
where applicable to reduce the number of unknown state variables
while keeping the degree of system G constant.

Step 3 The two systems are combined by aligning the equations from
each system that represent the same state bit. The resulting system
contains only initial state bits and observed output bits. We denote
this system as system L + G.

Online phase:

Step 4 Substitute observed output bits {y: }7° into the system of equations
Step 5 Solve the system of equations by linearisation.

For certain update functions a reduction function of g, say h, may be
used to reduce the overall degree of the system. If the degree of gh is d,
then the overall system will be of degree at most d. The initial state of the
LF-NFSR can be recovered in the online phase of the attack by observing

approximately (Z) bits of output with a computational complexity of

O(n(5) + (1)), where d is the degree of the system and w ~ 2.8 [3]. Note
that fast algebraic techniques are not applicable to LF-NFSRs.
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