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Spectrum Sensing Optimisation for Dynamic
Primary User Signal

Kevin Chang,Student Member, IEEEBNd Bouchra SenadjMember, IEEE,

Abstract—We propose a multi-layer spectrum sensing optimi- suitable for slow changing PU traffic such as TV broadcasts
sation algorithm to maximise sensing efficiency by computigthe  [14]; short sensing cycle relative to average PU traffic iagl
optimal sensing and transmission durations for a fast chanigg, the probability of state changes during a cycle is low and
dynamic primary user. Dynamic primary user traffic is modelled . . . .
as a random process, where the primary user changes Staltesoccasmr_lal interference is tolera_ble. However, for fastngfing
during both the sensing period and transmission period to PU traffic such as cellular traffic, public safety, WLAN and
reflect a more realistic scenario. Furthermore, we formulae WiIMAX [15]-[17], the probability of the PU changing states
joint constraints to correctly reflect interference to the primary  during the sensing period cannot be neglected. Curreniestud
user and lost opportunity of the secondary user during the g4 ot impose any constraints to guarantee the chosen signal

transmission period. Finally, we implement a novel duty cyte - L
based detector that is optimised with respect to PU traffic to model accurately reflects practical PU activity patterns. |

accurately detect primary user activity during the sensingperiod.  Particular, it is possible that the observed PU changesstat
Simulation results show that unlike currently used detecton mod-  within the chosen sensing duratiodyfamic PY, implying

els, the proposed algorithm can jointly optimise the sensigand  that the conventional signal model of static PU is no longer
transmi_ssion durations to simulta_neously satisfy _the opthisation valid. To the best of our knowledge, no spectrum sensing
constraints for the considered primary user traffic. optimisation to date considers the scenario where PU clsange
state duringooth the transmission and sensing periods.
A dynamic PU that changes states during the sensing period
N o ) will exhibit an unknown duty cycle, previously defined as the
Cognitive radio is based on the concept of dynamic spegaction of the sensing period occupied by the PU signal [8],
trum access, whereby non-licensedcondary useréSU) are [9]. Studies have demonstrated that performance degeadati
permitted to access spectrum owned by licenggihnary occyr when a conventional detector formulated for static PU
users (PU) as long as interfere_nce to PU_transmiSSiQ(1 I8 used to detect a dynamic PU [8]-[11]. Our analysis in
minimal [1]-[3]. Spectrum sensing is crucial to cognitivgg) aiso showed that traffic parameters and sensing dusation
radio, as the SU must detect the presence or absence of Rldsidered in few optimisation studies ( [4]-[6]) can résul
signals to decid_e if the SU can transmit ona _given spec_’crum.the detector overestimating the probability of detectiy
Spectrum sensing must be performed periodically, formingga,, while underestimating the probability of false alarm by
sensing cycle consisting of sensing periodollowed by the 2694 Inaccurate detection performance renders the ityegri
transmission period1], [3]. Greater SU throughput can begt sensing applications at risk. For example, sensing dptim
achieved by minimising the sensing duration while maxingsi gation constraints are formulated based on calculatedtitsie
the transmission duration. However, longer sensing pGBOdperformance, implying the optimisation constraints may be
required for greater detection performance. Thus the SU mysgy|ated without SU knowledge and the resulting optimisati
achieve a trade-off between PU protection and SU throughpgérformance is meaningless. If the PU is modelled as fast
Spectrum sensing optimisation aims to find the optimghanging traffic, then sensing detector must be designed to
sensing parameters to maximise the optimisation objectiygtect adynamicPU.
while satisfying imposed constraints [2]-[4]. AnalysisRU | imited numbers of studies have proposed to detect dynamic
traffic activity provides information regarding the dumati py signals by modelling the PU to change states during the
and probability of observing PU states that can aid SpectrWansing period. For example, [12] proposed a likelihoobrat
sensing. One common approach models PU traffic as a rand@@ for a dynamic PU, and [13] calculated a soft metric indi-
process, which implies the PU can change between busy &ging the probability of presence of the PU. These dynamic
idle states during a sensing cycle [2], [4]-[6]. The trars8itin py detectors all have a common limitation in terms of its
period within a sensing cycle is typically longer than thgnpiication to spectrum sensing: a dynamic PU that changes
sensing period, therefore existing studies have focusetti@®n gtates during the shorter sensing period will also charagest
model of PU changing states during the transmission perigfring the relatively long transmission period. Therefare
[5], [7]. These studies however, assume the PU remains iyécision on PU activity state during the sensing period oann
constant state during the sensing period as per convehtiog@arantee the state of the PU during the transmission period
spectrum sensingsfatic PU) [1], [3]. This assumption is spectrum sensing for dynamic PU must actively account for
. , . . state changes during both sensing and transmission period t
Kevin Chang and Bouchra Senadiji are with the School of Emging Sys-

tems, Queensland University of Technology, Brisbane, QL@O, Australia. protect P_U while utilising all possible spectrum opportlm_i.
email: ({kevin.chang, b.senadj@qut.edu.au). There is currently no common consensus on the sensing pa-
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rameters, objectives and constraints that should be cemesid
in spectrum sensing optimisation. Therefore it is difficialt
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compare optimisation performance across studies, agefife —;—

approaches implement different system models and parame-
ters. Some common sensing parameters include single dhanne
sensing time [2], [4], [18], [19] and transmission duratidh

[5]. Sensing efficiency is the most common optimisation ob-,
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Correct Avoidance  Lost Opportunity
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jective to describe SU throughput by comparing the durationsg

‘ SU Sensing ‘ SU not Transmit ‘

suU .. ‘SUSensing‘ SU not Transmit ‘

of SU transmission period and sensing period. Greaterrsgnsi
efficiency is desired, however different authors in [2],, [&],
[18], [19] have varying definitions for sensing efficiencysbd
on different system models and PU parameters.

(c) PUHp, SU Not Transmit (d) PUH1, SU Not Transmit

Fig. 1. Consequence of SU activity during transmission qoeriSU
transmitting underHo (a) and#(b) leads to fractions of interference and
correct utilisation. SU not transmitting undéto (c) and?#; (d) results in
fractions of lost opportunity and correct avoidance.

There are two fundamental constraints that must be imple-
mented regardless of the approaches to sensing optinmsatio
1) interference to PU [4], [5], [7], [18], [19], and 2) lost I
opportunity of the SU [2], [4], [7]. Protection of PU is We consider the scenario of a single SU attempting to
paramount, hence interference constraints specified by #eress a single PU channel similar to studies in [5], [6]].[19
PU must not be violated. Meanwhile, the SU must achieve sensing cycle consists of a sensing period of duration
greater spectral utilisation to guarantee the operatiothef followed by a transmission period of duratidi}. Based on
SU network. Interference is commonly implemented as the signal observed during the sensing period, SU transmits
constraint; however lost opportunity is often simplified oon the PU channel when the null hypothe&is is declared
unconstrained. Some approaches that simplify the consdraiand does not transmits when the alternate hypottksiss
of interference and/or lost opportunity include assuming o declared.
metric is negligible or perfect and control the other [2]t se Conventional detection hypothesis assumes the PU to be
both metrics to be equal [4], or constrain interference batatic during the sensing period hence is not applicable for
allow lost opportunity to vary during optimisation [18],9L a dynamic PU. We redefine the detection hypothesis based
Optimisation through joint interference and lost oppoityn on the state of the PU at the end of the sensing period as
constraint approach is rare [7]. In practice however, itd$ nthis state most closely represent the state of the PU at the
sustainable for the SU to satisfy interference constradts start of the transmission perio#, is declared when sensing
the expense of an inoperable SU network. Therebmritthe ends while PU is idle, meaning PU will remain idle when
interference and lost opportunity constraints must berség@ transmission period starts hence SU can transmit. Viceayers
but simultaneously met by the SU to guarantee the efficiengy; is declared when sensing ends with PU being busy, hence
and integrity of the SU network. SU must not transmit in the following transmission period.
Our model appropriately chooses the duration of sensing and
In this paper we propose a multi-layer spectrum sensitiginsmission periods and ensures that any changes in PU
optimisation algorithm for a dynamic PU signal model impleactivity during the sensing cycle are accounted for.
menting a novel duty cycle based energy detector for spactru PU traffic activity is modelled as a two-state random process
sensing. We model the PU as a random process and alleWwere the PU alternates between ON and OFF states represent-
the PU to change states during the sensing peaiod the ing busy and idle periods. While this model is simple in nefur
transmission period to realistically reflect a fast chagddty it is supported by experimental data such as [15], [16], [20]
traffic. Furthermore, we derive and impose joint consteaaft to represent fast changing traffic such as WLAN and cellular
interference and lost opportunity such that any changedJin Braffic and has been used in numerous spectrum sensingstudie
state during the sensing cycle is accounted for. The decisi@], [4], [11], [15], [16]. Similar to [2], [4]-[7], the holéhg
threshold of the proposed detector is optimised with respaitnes of ON and OFF states are i.i.d. exponentially distatu
to PU traffic to ensure accurate detection performance. Quith departure rate; and arrival rate- respectively and the
optimisation algorithm allows individual control of the &w mean holding times of the two state are= - L andug =
constraints depending on different priority for the PU or Sldespectively. The steady state probab|I|t|es of ON and OFF
and ensure that the constraints are simultaneously sdtisfie states aré?, = o H andpP, = o + . As part of the spectrum
occupancy anaIyS|s process prlor to deploying SU network,
The remainder of this paper is organised as follows: Sectitine SU must extensively study PU traffic behaviour to idgntif
Il presents the system and optimisation model and descrilmasdidate spectrum for cognitive use. Random process model
the optimisation problem. Section Ill derives the optintisa and associated traffic parameter can also be establishedydur
constraints and the process of transmission period omimishis process.
tion. Section IV proposes the duty cycle based detector forFour examples of dynamic PU signals are shown in Fig.
sensing period optimisation. Finally, Section V presehis t1 where the PU signal contains both periods of ON states
optimisation algorithm in detail and discuss the simulatioand OFF states during a sensing cycle. For this type of
results and Section VI concludes this paper. PU, detections performance based on the sensing period no
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long reflect the performance of spectrum sensing in terms s#nsing parameters, i.e. the optimal sensing duratiand
interference to the PU and lost opportunity of the SU duringptimal transmission duratiof;, are obtained by solving the
the transmission period. For example, if the SU transmitsllowing optimisation problem,

during the periods illustrated in Fig. 1, the SU will corigct

utilise spectrum opportunity for the fraction of time where Find: T, 7

PU is OFF, but interfere with the PU for the duration that Maximise:n = I: (1)
the PU is ON (Fig. 1a, 1b). On the other hand, if the SU T+ T,

does not transmit during these periods, the SU will coryectl Subject t0:Rr < Imaz, RL < Limax - (2

avoid interference when the PU is ON, but loses spectrum

opportunity when the PU is OFF (Fig. 1c, 1d). Therefore For the purpose of this study, we calculate the optimal
we define two performance metrics as the constraints of as#nsing parameters while demonstrating the relation testwe
optimisation algorithm to ensure PU protection is corgectlsensing efficiency, transmission duration and sensingtidnta
accounted for while achieving maximum spectrum utiligatio Thereforey is calculated over the entire operating rangd pf

Definition 1: The interference ratioR;, is defined as the and the optimisation problem is solved through two layers,
fraction of PU busy periods within the transmission period
that is interfered by SU transmission, to be derived in (7).
Interference occurs under two scenarios: 1) PU is initially
OFF but changes to ON, while SU declafiés and transmits
(Fig. 1a), and 2) PU is initially ON but SU declargg,
(missed detection) and transmits (Fig. 1b). The PU specifies2
the maximum interferencé,,,,, that it can tolerate, and the
SU must ensurd?; < Iaz-

Definition 2: Thelost opportunity ratioR ., is defined as the The optimal sensing parameters are thus calculated by §ndin
fraction of PU idle periods within the transmission peribdtt the pair of sensing and transmission duration that result in
is not utilised by SU transmission, to be derived in (8). Logshaximum sensing efficiency. The operating rangeTpfis
opportunity occurs under two scenarios: 1) PU is initiallyfFO  defined by an upper maximuffi,,, and lower maximuni,;.
but SU declare${, (false alarm) and does not transmit (FigT,., is based on PU traffic parameters and derived in Section
1c), and 2) PU is initially ON but changes to OFF, while SUlI, T, is derived based on detection parameters and explained
declaresH; and does not transmit (Fig. 1d). The SU specifiga Section IV.
the maximum lost opportunit¥,,... that it can sustain and the ) ) - o )

SU must constraimRz, < Ly.ae t0 ensure efficient operation The variables and their probability distributions invailve
of the SU network. in the optimisation algorithm are numerically derived and

The proposed optimisation algorithm allows the interferen €valuated, hence an explicit optimisation solution is not
and lost opportunity constraints to be individually specifi @vailable. The proposed algorithm implements an iterative
and jointly constrained, unlike other methods that impase @PProach by computing the sensing period for all values of
sumptions to simplify the constraints hence cannot ensotie biransmission durations within the operating range to firel th
metrics satisfy the PU and SU [2], [4], [18], [19]. Furthemap Maximum sensing efficiency. Minimum sensing duration is
our approach allows different priority to be applied defagd also iteratively calculate_d by_ the duty pycle dgtectt_)r.-Fur
on the interest of the PU or SU. If a PU demands greaté}ermore, many expressions involve the integration ofmerat
interference protection thef,,.. can be set lower without which are numerl_cally_evaluated._ Therefore the computatlo
affecting the constraint of lost opportunity. On the othentt COSt depends on iteration resolution, where greater résolu
if the SU requires better QoS for its operation thep,, can Increases optimisation accuracy but longer convergenae ti

be set lower while still satisfying the interference coastr. 0 find the maximum.

The signal model and constraints considered are mOre-y, fiyaq integration resolutions, increasing sensing tioma
generic and suitable for the traffic patterns of fast chap§it.  oq)ytion by a factor oV, will increase computation time by

It is possible to consider such formulation in future re¢jolas factor of N;. Similarly, a No™ fold increase in transmission
for this type of traffic pattern. According to current redidas  , ation resolution also results in &A™ fold increase in

[21], the scenario illustrated in Fig. 1d is not a lost oppoiy 40 tation time. The effect on resolution between the two

as the SU is not permitted to access the spectrum when Q@z‘?]sing parameters is multiplicative, implying a simuetamns

PU is detected. Based on our model however, this SCenajiQ | tion increase by, and N results in total computation
remains feasible as long as average interference to PU; S o550 ofN; x Ny

constrained. Nevertheless, if this scenario remains siliéain

future regulation, the proposed system model and optiinisat This study aims to demonstrate accurate optimisation per-

algorithm are still valid with only slight changes in the tosformance by implementing high resolution hence may not be

opportunity ratio. computationally efficient. As topics of future research,aim
Similar to [4], [5], sensing efficiency is the optimisation to find the optimal resolution to minimise computation load

objective defined as the duration of transmission period owshile ensuring computation accuracy and also derive more

the duration of the entire sensing cycle (1). The optimalfficient optimisation solutions.

1) For values of transmission duration within the oper-
ating range, find the associated detection performance
required to satisfy the optimisation constraints.

) Find the minimum sensing duration that can satisfy the
calculated detection requirements.
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I1l. TRANSMISSIONPERIOD OPTIMISATION & to satisfy the optimisation constraints,
OPTIMISATION CONSTRAINTS A10(Imae — 1)(Ao1 Py + A11 P1)
. . . . Frop = Py(A11A00 — Ap1A10)
A. Expected Duration of PU States in Transmission Period At1 Linas (Aoo Po + Ao Py)
+ ; 9)
The interval availability of the PU can be interpreted as the Po(An1 oo — Ao Aio)
fraction of the transmission period that the PU is in eith&r O Ppoyt :AOO(l — Imaz)(Ao1 o + Au 1)
or OFF states [22]. The expected interval availability arte P Py(A11Ago — Ao1Aro)
for arbitrary number of PU state changes and is sufficient to A1 Lmaz (Ao o + Ao 1) (10)
describe the duration of ON and OFF states, depending on the Py (A11A00 — Ap1410)

rate paramete.rsl,. 70 and_ transmissipn .d.uratio.m. There Prop: and Ppoy: are both functions off,, implying that to
are four combinations of interval availability of intergsty, satisfy constantl,,,, and L., at increasingT, requires

Ao, An and Ayo, where 4;; denotes the expected intervaly e stringent detection performance of smalir,,; and
availability of statej given initial statei, with subscript O for larger Pp.,:. Based on this trend, there comes a point where
state OFF and subscript 1 for state ON. The expression fp}g (T, = #) = 0 and Ppop(Ts = p) = 1

op - x - op x T - .

each term is given as [22], When T, > T,r or T, > T,p, the calculatedPr,p;

Ago = nL ro (1 —e‘("‘1+"‘0)Tw) 3) and Pp,,: become invalid. Therefore the upper maximum
ri+ro (11 410)%T, Tpw = MiN(T,r, T,p) defines the maximum duration @f,

Apr =1— Ay (4) where the calculated detection performance remains veadid.

Ay = 0 n T (1 B 67(r1+r0)Tw) (5) the purpose of thl_s study, we numerically calcul&e,,: (1)
1o (r1+10)2 T and Ppopt (T) until T, is found.

Ap=1-An (6)

IV. SENSING PERIOD OPTIMISATION & DUTY CYCLE

As the transmission period decreases a@hd — 0, the BASED DETECTOR

probability of PU changing states also decreases, hence the

interval availability converges tdgy — 1, Aoy — 0, A41; — 1 A duty cycle based energy detector is proposed for sensing
and Ay — 0. However, longer transmission period increasderiod optimisation to calculate the minimum sensing ferio
the probability of PU state changes and for long transmissiéeduired to achieve the detection requirements calculated
period such ag}, — oo, Aoy and A;; decreases whiledy; Section Ill. Our analysis in [9] showed that longer sensing
and A, increases and the interval availability converges to tifiiration increases the probability of observing more state

steady state probabilities ofy, — Py, Apr — Pi, A;1 — P, changes which degrades detection performance. On the other
and Ay — Py. hand, enforcing the constraint of static PU model requires

a very short sensing period, which may be insufficient to
achieve the detection requirements. Therefore we impose a
constraint on the sensing duration,,., such that the PU

B. Optimisation Constraints changes stateat mostonce (maximum two observed states)
during the sensing period.

R; and R, are derived to satisfy the optimisation con- petectors proposed in the literature aiming to detect dy-
straints of R; < Ijnae and Ry < Lima, based on PU interval namic PU derive signal models where the PU changes states
availability (3)-(6) and detection performance of the $p&®  during the sensing period. However, these proposals do not
sensing detector. Detection performance are measurde-by specify the conditions where the PU traffic behaviour can be
and Pp; the probabilities of SU deciding PU is present undejccurately represented by the proposed signal model. For ex
Ho andH, respectively. The expressions f&; and R, are  ample, without constraining the sensing duration with eesp

PiA1(1— Pp) + PyAoi (1 — Pr) to PU traffic, it is possible that the number of state changes
Ry = P, + Podor (M exhibited by the PU differ from what is considered by the

P, A1oPp + PyAooPr system model. This results in the same hidden problem as
Rp = Pidio + Podoy (8)  conventional detectors, whereby practical activity patief a

dynamic PU differs from the assumed static PU signal model,
: _ hence the system assumption is invalid. Therefore our ieghos
constraints 0f/yna; and Lina, With reduced Ry and R consyraint on sensing period further ensures the proposed

requires smaller’, and largerPp, which further requires gjonai model will always accurately reflect PU behaviour as
longer sensing period hence decreases sensing eﬁmewg asr < 1
— max -

Since maximum sensing efficiency is desired, the optintgati
constraints are set to achievey = I,,,, and Ry, = Linaq, _
allowing for shortest sensing duration. A. Detection Model

Solving (7) and (8) forPr and Pp using R; = 1,54, and The proposed signal model suggests that there can be four
Rp = Ly, gives the detection requiremeni@s,,: andPp,,:  possible combinations of PU state transition depending on
that must be simultaneously achieved by the sensing detedtee initial PU state when sensing begins and the number of

For a given value ofT}, (fixed A;;), over-satisfying the
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o Puo(7): Average probability of observing strictly two

To Ty )
: - = : o B state for givenr.
v N ' i P — (P Io)Po + (P, e @
: oFF i i o orr | w2 (7) = (Par2(7)|1o) Po + (Pr2(7)| 1) Py (15)
e e———— ; : bt Duty cycle D is defined as the fraction of the sensing period
0 T 0 T occupied by PU signal, i.e.
State  Sensing Sensing State  State Sensing Sensing ~ State
begins  begins ends ends  begins  begins ends ends Cz
(@) Ho Initial OFF, M =1 (b) Ho Initial ON, M = 2 Di=— (16)
n o where(; is thecumulative duratiorof ON states for hypoth-

— ., esisH;. The distribution ofC; cannot be accurately described
by expected interval availability using (3)-(6) as only aore

|
| |
e | 1 bt | . g X
i ON : | OFF ON i two PU states are observed during the sensing period and for
1 ] 1 . . . .
' . , ! - , ' a more realistic scenario, we model sensing to start randoml
r T T 1 I T T 1 . . . .
0 : 0 T during PU's first stateC;,, denotes the cumulative duration
bogine  begime e’ s o Sommd S onis of ON states with initial staté¢ andm number of observed
(©) H1 Initial ON, M = 1 (d) H, Initial OFF, M = 2 states. The distribution oy, and C; can then be expressed

Fig. 2. PU activity for different initial state and up to twdserved states.
P(Co1 < x)(Parllo)Po

P(Cy<z)=

(Co <) (Pri|1o)Po + (Parz|Ih) Py
observed states/, as illustrated in Fig. 2. Using; to denote P(Ci2 < z)(Pre|h) Py 17
the event the PU is initially in state OFE & 0) and ON + (Pari|Io)Po + (Pas2| )Py’ (17)
(i = 1) when a sensing cycle beging, is declared when P(Cy1 < 2)(Pui |1 Py
sensing ends with PU in OFF state and consists of scenarios P(C1 < z) :(PM I )_P + (Para| Io) P
for Fig. 2a o, M = 1) and Fig. 2b {1, M = 2). H, is ;(10 P x)(PQ |OI )33
declared when sensing ends in PU state ON and consists of 02 — 20 M2l0) 0 (18)

scenarios for Fig. 2cI{, M = 1) and Fig. 2d {o, M = 2). (Pral )Py + (Puz|lo) Po
We briefly define the variables and expressions previouslyThe distribution forC;,, for each scenario in Fig. 2 is
derived in [9] required for the proposed detector. Anabitic summarised below. Sensing period has duratignhence
expression are not available due to the complexity of the< Cj,, < 7.
variables involved. Therefore the distribution of varebbnd
; : P(Co1 <) =1, (19)
associated expressions are computed and evaluated numefri-

cally. Variables illustrated in Fig. 2 are as follows: P(Cop < ) = /T P(Tis > 7 — Top)P(To )i, (20)
o T;: Duration of PU state when sensing begins, measured T

from last state transition to next state transition. Distri £ (C11 <) =u(7), (21)
bution given asT; ~ exp(/;). /x
’ . i P(Cia<z)= | PTye>7—-T1)P(T)dT. (22
« T;: Forward recurrence time of first observed PU state, (Crzsw 0 (To 27 = 1) P(To) dT - (22)
measured from start of sensing to next PU state transition.
Density function given as B. Duty Cycle Based Energy Detector
(1 The constraint on sensing duration is imposed by ensuring
P(Tu) = /T_1 ﬁP(Ti)dTi' (11) the probability of observing more than two statesat.. is

: Duration of second observed state, measure from eﬂﬁg"gible' For a significance level gf=0.999, we use (12)
L[] 22 y . . . .
il .. o 1 numericall m he maximum sensin ri
of first observed state to next state transition. Distriouti and (15) to numerically compute the maximum sensing period

. to achieve
given asTjy ~ exp(y;). T2maz

The probability of observing/ PU states are derived as, Pary(Temaz) + Parz(T2mas) =p~ 1. (23)
o Py1(7): Probability of observing strictly one state for The proposed duty cycle detector integrates the distohuti
givenr. of duty cycle into the test statistic of the energy deteéfprto

compare with the decision threshold For simplicity and by
Prri(r) = P(Tor > )P + P(T1n > 1) (12) - ¢onvention [2], [4]-[7], the effect of fading is ignored ahdth
e Pyno(7)|I;: Conditional probability of strictly two state noise and PU signal are assumed to be zero mean, Gaussian
for given 7 and initial statei. distributed with variance? ando? = o2 respectively, where
, ~ is the SNR. Therefore the test statistic §8 distributed
Pyolly = / P(Ty2 > 7 —Ton)P(To1)dTo1, (13) with L degrees of freedom conditioned to the observed duty
0 cycle D such thatYp|D ~ x%202(1 + D). L = W
Pl = / P(Toy > 7 —Ti1)P(Ty1)dTy, . (14) represents the sample size and is given as the time bandwidth
0 product of the sensing periadand channel bandwidti. The
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TABLE |
OPERATING PARAMETERS FOR DUTY CYCLE BASED ENERGY DETECTOR

DEMONSTRATION. P =0.974

09751 Dopt

Ty (mS) PFopt PDopt Ppmagx Tmin (mS)

41.2 0.0831 0.9508 0.9667 5.3 097 B
53.0 0.0781 0.9658 0.9658 9.5
59.5 0.0752 0.9743 0.9651 -

PDGp(=O.966

0.965

4

©

o
T

Probability of Detection

conditional density ofY, depends onD and varies between
observations, while the averaged density'gf for hypothesis
‘H, is numerically calculated by integratingp,|D; over the 0055k
probability of D; to get,

—— Tx=41ms
—%— T =53ms

T =60ms
X

0.951-

1
}%Ym):ié P(Yp,|D;)P(D;)dD; . (24)

5 6 7 8 10 11 12 13

9
Sensing Period T (s)

Detection performance of the detectdl; and Pp, are the

probabilities thal’p > A for each of the detection hypothesesgig. 3. r,,,;,, computed a¥p (Timin) = Ppop: for eachTy. A: Tyin = 5.3
ms, B: Tmin = 9.5 ms, C: no validr,,;,. Detection performance limited to
Pp =1—Fy,, N, (25) maximum achievablePp,,, -

Pp=1-Fy, (). (26)

where Fy,, (A) = P(Yp, < \) and Fy,, (A\) = P(Yp, <) values ofr can satisfyPp,,:, however the shortef,,;, is
are the distribution functions dfp, andYp, respectively.  desired for greater sensing efficiency.

A constant false alarm ratéCFAR) approach is used to Longer T, requires smallerPr,,; and larger Pp,,; to
achieve a required probability of false alarmif,.. Threshold satisfy the detection requirements while the achievéhblg, ..
A and associatedp are calculated from (25) and (26), decreasesPpmq, is dependent ofPr.,;, and together with
Ppopt, all are dictated byl;,. The lower maximuniy,; thus

A= FYDlo (1= Ppr), (27) defines the maximunT, where the calculated detection re-
Pp=1-Fy,, (Fi;Dl0 (1= Pgr)) . (28) quirements can be practically achieved by the sensing thetec
such thatPDopt(Tm = zl) = PDmaz(Tx = a:l)- As
indicated by point B in Fig. 37.:» = 9.5 ms achieves

C. Minimum Sensing Period

.. . . . PDopt = PD'rna;c = 0.966. For T;c > T.’Elv PDopt > PDmaw
A trtansmlssmn period’,. requires the detet_:tor to achieveynq no valid i, is possible as indicated by point C. The
detection performancé’r,,; and Ppoy 10 salisfy the con- nranased optimisation algorithm stops ofiée= T, ensuring
straint of 1,4, and L,,... To implement the CFAR approachth&lt a validr,.;, is always computed.

we apply the required false alarm rafg,,, as P, into (28)  The effect of different PU SNR is presented in Fig. 4 using
and calculate the associatéey. For constan_tP_F,_., Pp 1S ppoy = 0.08, Ppop = 0.95. Higher SNR results in stronger
then dependent on. For the purpose of maximising sensingjgna| energy hence better detection performance. Therefo
efficiency, Pp(7) is numerically computed fdb < 7 < Tomaz  the requiredr,,, to achievePp,, is reduced. For example,
using (28) until the minimum sensing periath;, that can ¢ 9 nqat point A withy — —0.25 dB, whiley — —1.3
achievePp (Tmin) = Ppopt IS found. dB requiresr,,;, = 13 ms. In this demonstration, = —1.75

Conventional sensing detectors can achieve arbitranceetgg -annot achieve the detection requirements, as indidated
tion requirements by increasing In the case of constaft’, point C.

performance is improved by increasingas long as the PU

remains static. However, for dynamic PU, increaseavill o ] ]

have two distinct effects: 1) Longer increasesL, which D. Optimisation Implementing Conventional Detector
improves detection performance, but 2) longencreases the  For comparison, we also investigate the resulfiygand Ry,
probability of observing less favourable, which degrades when the conventional detection model is implemented &uste
detection performance. To demonstrate this effect, ojpgratof the duty cycle based model. The conventional detector
parameters outline in Table | are used to calculate detectis invalid when detecting a dynamic PU during the sensing
performance for; = 3, 1o = 1, W = 10 kHz, v = 0 dB and period, hence the error in detection will be propagatedupio
presented in Fig. 3. For this PU traffigy,,., = 43 ms. the optimisation process.

As seen in Fig. 37.:» is the minimum sensing duration The conventional detector can always achieve the detection
that achievep (Tmin) = Ppopt. FOr examplePp(5.3ms) at  requirements calculated in Section Il by arbitrarily ieasing
point A in the figure achieveBp,,: = 0.951. We also see that the sensing duration. However, since PU exhibits duty ¢ycle
for a given set of operating parameters, detection perfooma the true detection performance achieved at this sensing du-
is limited by a maximum achievablBp,,., as Pp decreases ration will differ from the calculated detection requirente
for longer 7. This implies that it may be possible that twoand can be found following the analysis in [9]. We then
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Fig. 4. Higher PU SNR~) provides stronger PU signal energy hence smaller . o . . ) .
Tmin €an achieve the desired detection performancer,4;, = 6.2 ms, B:  Fig- 5. Operating range of transmission duration showirtgaion require-

Tmin = 13 ms, C: no validr,ir,. ments and detection performance.
TABLE II

. . . . OPERATING RANGE AND OPTIMAL SENSING PARAMETERS FOR VARIOUS
calculate the resulting interference ratio and lost oppuoty PU TRAFFIC.
ratio. Results in [9] showed that using the conventional ehod
to detect a PU exhibiting a duty cycle results in reduced py Traffic 7o T 7omaz  Tmee Lo P
probability of detection and increased probability of &als (r1,70) (ms) (ms) (ms) (ms) (ms)
alarm. Therefore a spectrum sensing detector implementing 1) 232 166 762 09570 128 57
the conventional detection model will violate the optintisa 1,2 118 747 53.7 09237 650 5.4
constraints. 1,3 79.1 420 43.0 08760 37.1 53

(2,1) 118 86.7 53.7 09258 699 5.6

V. OPTIMISATION & SIMULATION RESULTS @ 1) 91 517 430 08860 420 54

In this section we discuss the parameters and procedure of
the proposed optimisation algorithm and simulation rasult
As mentioned earlier, this algorithm is designed to caln;ulad
optimal sensing parameters by presenting the trendamfross , i
the entire range off,. There are potential to improve the 1) Define operating range of;: 0 < T, < T, as
efficiency of computation and are topics for future research described in Section 11-B _

When considering a practical implementation scenario,2) FOr @ value off;, calculatePr,,; and Ppy using (9),
sensing optimisation does not need to be computed in real (1_0) ) ) )
time. The optimal sensing parameters for each PU traffic3) FiNd Ppma. @s described in Section IV-C
model can be computed during the spectrum occupancy stud®) I Ppopt < Ppmaz, find 7mip such thatPp (rmin) =
and stored in a database. Depending on the active PU profile Ppopt

the SU network can look up the database for associated gensiné) Calculater using (1)
parameters. 6) Repeat for all values df,

7) If Ppopt > Ppmaz, Stop iteration and find),,q.

The algorithm to solve the optimisation problem in (2) is
escribed as follows:

A. Proposed Spectrum Sensing Optimisation

The upper and lower maximums df, (7,, and T,;)
defines the operating range of the optimisation algorithm.PU channel has constant bandwidih = 10 kHz and the
An example of the relationship between the operating rand®l) signal SNR isy = 0 dB. We perform optimisation on PU
detection requirements and detection performance is piese with different traffic parameters as outlined in Table 1l.eTh
in Fig. 5 usingrg = 3, r1 = 1. IncreasingT, requires optimisation constraints are chosen tolhg, = Lz = 0.1,
more stringentPr,,: and Pp,,: Which decreasesp.,q,. Which correspond to the common spectrum sensing benchmark
T, = 52.9 ms defines the transmission duration wheref Pp = 0.9 and Pr = 0.1.
Ppopt(Tz1) = Ppmaz(Tw) and the sensing detector can- A summary of optimisation parameters and performance
not practically achieve the detection requirements beyoade presented in Table Il. The optimal sensing parameters
Ty. Tow = 79.1 ms is the maximum limit of7, where 7, and+ have been computed to achieve maximum sensing
Ppopt(Tyw) = 1. ThereforeT,; < T, and the algorithm efficiencyn,,,m.fw < T, sinceT,,; is the maximuni’, where
stops atl, = Ty;. the sensing detector can satisfy the optimisation comdésrai

B. Simulation Results & Discussion
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Fig. 7. Plotting sensing efficiency against sensing perimdverious PU Parameters that violates the lost opportunity constraints

trafficc.j Circle indicates maximum sensing efficiency withtiogal sensing
period.
performance. Therefore the resulting optimisation leaas t
. ] _sensing parameters that violate the optimisation comtgrai

AlSO, 7 < Tama, because the constraint on sensing duratiofs r, ~ 7. (Fig. 8) andRy, > Lymas (Fig. 9), recalling
is imposed for the accuracy of the signal model. that the constraints were designed to/hg,, = Limas = 0.1.

Fig. 6 and 7 presents the set of transmission period afflis implies that optimisation using the conventional dege
sensing period that produces maximum sensing efficiengymeaningless as the constraints are not satisfied. We eso s

indicated by circle markers. From Fig. 6, we see that longgs; r; is more sensitive to changes i, while Ry, is more
T, initially increasesn until the maximum. Beyond this gansitive to changes in,.

point, further increasingl, requires longerr which then
decreaseg. This phenomenon is also reflected byin Fig.
7. Fast changing PU traffic (represented by largeandrg)
leads to more prominent duty cycle effect. Thereforeras In conclusion, this paper presents a spectrum sensing
and ry increases, the transmission period must be reduceptimisation to maximise secondary user sensing efficiency
to satisfy the optimisation constraints, which then reducepplicable to a more realistic scenario where primary user
sensing efficiency. traffic is modelled to change state during both the sensing
The effect of implementing the conventional detectioperiod and transmission period. Primary user changingstat
model is presented in Fig. 8 and 9. The calculated perfaturing the sensing period exhibits a random duty cycle,
mance of the conventional detector differ from the achievdwnce we implement a duty cycle based energy detector to

VI. CONCLUSION
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accurately compute detection performance. Simulatiounlt®s [17] S. Jones, E. Jung, X. Liu, N. Merheb, and 1.-J. Wang, ‘@bgerization

show that the proposed algorithm does indeed jointly opgtmi
sensing duration and transmission duration to simultasigou

satisfy both constraints of interference to the primary ased

lost opportunity of the secondary user. We also proved tHa#l
implementing a conventional detector which assumes pyimar
user activity is constant during the sensing period willactf [19]

violate the optimisation constraints under such realisticiel.
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